DETERMINATION OF MESOSCALE RANDOM FIELDS FOR THE APPARENT PROPERTIES OF SPATIALLY RANDOM COMPOSITES
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Abstract. The macroscopic mechanical and physical properties of heterogeneous materials can be efficiently determined using either analytical or numerical homogenization techniques where the identification of a representative volume element (RVE) is required over which a fine-scale boundary value problem is solved. In this work, an efficient computational scheme is proposed for the determination of mesoscale random fields for the apparent properties and of the RVE size of particle-reinforced composites based on computer-simulated images of their microstructure. A variable number of microstructure models are directly constructed by segmentation of the composite material image into windows of certain size. The proposed numerical procedure takes into account the particle volume fraction variation through digital image processing of the microstructure models. The proposed approach couples the extended finite element method (XFEM) with Monte Carlo simulation in order to analyze the microstructure models and obtain statistical information (probability distribution, correlation structure) for the apparent properties of the composite in each window size. The XFEM analysis of the microstructure models also leads to upper and lower bounds for their constitutive behavior by solving Dirichlet and Neumann boundary value problems. The RVE is attained within a prescribed tolerance by examining the convergence of these two bounds with respect to the mesoscale size and useful conclusions are derived about the effect of matrix/inclusion stiffness ratio as well as of inclusion volume fraction on the apparent properties and on the RVE size.
1 INTRODUCTION

The key issue in homogenization methods is the linking of micromechanical characteristics with the random variation of material properties at the macroscale [1, 2, 3, 4]. This link can be established using the Hill–Mandel macro-homogeneity condition [5] among other asymptotic or heterogeneous multiscale methods [6, 7]. In all these methods, the identification of a representative volume element (RVE) of the heterogeneous material is required over which a fine-scale boundary value problem is solved. Then effective material properties can be calculated using the link between the fine and coarse scale equations.

While the concept of unit cell is valid whenever periodicity of microstructure is present, in the case of spatial randomness (e.g. random position, shape, size of inclusions), the identification of RVE must be based on computational convergence schemes with respect to specific apparent properties. The typical procedure consists in setting multiple realizations of the microstructure followed by finite element simulation and statistical analysis of the results [8, 9, 10, 11, 12, 13, 14]. In the context of stochastic finite element analysis of composite structures, the RVE size determines the minimum element size that should be used for discretization at the macroscale [15, 16, 17].

Since the volume fraction is one of the primary microstructural features in homogenization problems, the constant volume fraction assumption can lead to inexact effective properties. In this work, a novel computational scheme is proposed for the determination of RVE size for particle-reinforced composites based on computer-simulated images of their microstructure. A variable number of microstructure models are directly constructed from the composite material image using the moving window technique. In this way, the scatter of inclusions for each sample model is not achieved in an arbitrary manner but is an exact geometrical representation of the corresponding window segment of the composite. Moreover, the volume fraction of inclusions is computed through digital image processing of the microstructure models. The proposed numerical procedure takes into account the local volume fraction variation and thus the obtained RVE can lead to more accurate homogenized properties.

This paper couples the extended finite element method (XFEM) with Monte Carlo simulation (MCS) in order to analyze the microstructure models and obtain statistical information for the constitutive properties of the samples in each window size. The number of MCS depends on the moving window technique and is increasing for small window sizes. The implementation of XFEM is particularly suitable for this type of problems since there is no need to generate conforming finite element (FE) meshes at each MCS [18, 19, 20]. The weak discontinuity in the solution due to material interfaces is captured using nodal enrichment functions within the framework of the partition of unity method to augment the FE approximations over a structured mesh [21]. The XFEM analysis of the microstructure models is then used to compute upper and lower bounds for their constitutive behavior by solving multiple boundary value problems under kinematic and static uniform boundary conditions [22]. The RVE is attained within a prescribed tolerance by examining the convergence of these two bounds with respect to the mesoscale size. Mesoscale random fields describing the spatial variation of the components of the apparent elasticity tensor are also determined.
Figure 1: Computer-simulated images of composite materials containing circular inclusions with a) vf=40% (image 1) and b) vf=20% (image 2).

2 COMPUTATION OF LOCAL VOLUME FRACTION VARIATION

The variability of local volume fraction (vf) in computer-simulated composites is studied in this section exploiting image analysis techniques available in MATLAB software. Specifically, images of two composites containing an initial amount (vf) of 40% and 20% of inclusions, respectively, are processed (see Fig. 1). Both images have dimensions $L_{\text{image}} \times L_{\text{image}}$ ($L_{\text{image}} = 640 \text{ µm}$) and an approximate analysis of $5800 \times 5800$ pixels. The represented composites contain 4096 and 2048 non-overlapping randomly scattered inclusions, respectively. Each inclusion has circular shape with constant area $40 \text{ µm}^2$ which is equivalent to a constant diameter $d \simeq 7.14 \text{ µm}$.

The computation of the local volume fraction variation is based on the moving window technique. In this method, an initial window of area $L \times L$ is set at a starting point $O$ of the image and then, by moving this window over the image by a vector $\vec{\xi}_p = \xi_{xp} \vec{e}_x + \xi_{yp} \vec{e}_y$ a set of windows of the same size can be extracted (see Fig. 2). In this paper, the moving distance step $\Delta \xi$ is assumed to be the same along both directions. This means that $\xi_{xp} = i \Delta \xi$ and $\xi_{yp} = j \Delta \xi$, with $i, j$ the number of steps along the $x$ and $y$ directions, respectively. The total number of windows $n_w$ belonging to each set depends on the image size $L_{\text{image}}$, the investigated window size $L$ and the selected moving distance step $\Delta \xi$ as follows:

$$n_w = \left( \frac{L_{\text{image}} - L}{\Delta \xi} + 1 \right)^2$$  \hspace{1cm} (1)

By choosing $\Delta \xi = L$ with $L$ an integer divisor of $L_{\text{image}}$ the whole image is segmented into $n_w = (L_{\text{image}}/L)^2$ non-overlapping windows (mesoscale models). Specifically 10 sets containing $n_w = 4, 16, 25, 64, 100, 256, 400, 1024, 1600, 4096$ windows have been generated by choosing $\Delta \xi = L = 320, 160, 128, 80, 64, 40, 32, 20, 16, 10 \text{ µm}$, respectively.

The vf of inclusions is computed in each window by using image analysis tools. The histograms of the vf corresponding to each set of windows are shown in Fig. 3 for the two images of Fig. 1. As the dispersion of the inclusions within the composite materials is not uniform, it is obvious that there are regions rich or poor in inclusions. This is clearly illustrated in the histograms where a very large variability of $\text{vf}$ is observed for the sets containing windows of small size. Thus in the context of homogenization methods, choosing a RVE size for composite ma-
terials with spatial randomness without considering local \( v_f \) variability, can lead to unrealistic estimations of their mechanical behavior [23].

### 3 COMPUTATIONAL PROCEDURE FOR RVE DETERMINATION

According to [24] the homogenization process is based on the fundamental assumption of statistical homogeneity of the heterogeneous medium. This means that all statistical properties of the state variables are the same at any material point and thus a RVE can be identified. While in case of composites with periodic or nearly periodic geometry the RVE is explicitly defined, in case of spatial randomness, the existence of RVE has to be sought using computational methods. In this paper, identification of RVE is performed using a computational procedure based on Hill’s definition [5] which postulates separation of scales in the form:

\[
d \ll L \ll L_{macro}
\] (2)

In the above inequality, the microscale parameter \( d \) denotes a characteristic size of the fillers, e.g. their diameter in case of circular inclusions, the mesoscale parameter \( L \) denotes the size of the RVE and the macroscale parameter \( L_{macro} \) denotes the characteristic length over which the
Dimitrios Savvas and George Stefanou

macroscopic loading varies in space, or in the case of complete scale separation, the size of the macroscopic homogeneous medium.

In the proposed computational procedure, the RVE will be defined with respect to the non-dimensional parameter $\delta = L/d$ with $\delta \in [1, \infty]$. Note that in the absence of spatial periodicity in composite materials the RVE is exactly obtained only in the limit $\delta \rightarrow \infty$. However, the RVE can be attained at a finite mesoscale size $\delta$ when a particular apparent property derived from statistical volume elements (SVEs) is almost approaching to a constant effective property. At this mesoscale size, the estimation of the particular effective property is not changing with increasing the number of realizations.

In this paper, the RVE is identified in terms of the convergence of the components of the spatially averaged apparent elasticity tensor, which are calculated on mesoscale models of increasing size by applying both kinematic and static uniform boundary conditions. In each investigated mesoscale size $\delta$, variability of $v_f$ is taken into account in the computational procedure by processing microstructure models directly extracted from images of the particular composite material (section 2). The RVE obtained from this computational approach is expected to lead to more realistic homogenization results. In the numerical examples of section 4, it will be shown that the convergence rate of the mesoscale models to the RVE is mainly depending on the matrix/inclusion stiffness ratio and volume fraction of the composite material.

3.1 Problem formulation

Let us denote a mesoscale realization of a composite material as $B_\delta(\theta)$ and its boundary surface as $\partial B_\delta(\theta)$, $\theta \in \Theta$ where $\Theta$ is the sample space (see Fig. 4). The governing equilibrium equation for the elastostatic problem of the medium is

$$\text{div}\sigma(\theta, Y) + b = 0 \quad \text{in } B_\delta(\theta)$$

(3)

where $b$ are the body forces acting on the medium and $Y$ denotes the coordinate system on the mesoscale model $B_\delta(\theta)$ with the stress and strain fields connected by Hooke’s elasticity tensor $C(\theta, Y)$

$$\sigma(\theta, Y) = C(\theta, Y) : \varepsilon(\theta, Y)$$

(4)

These fields can be expressed as a superposition of means ($\bar{\sigma}$ and $\bar{\varepsilon}$) and of zero-mean fluctuations ($\sigma'$ and $\varepsilon'$) as follows:

$$\sigma(\theta, Y) = \bar{\sigma} + \sigma'(\theta, Y) \quad \varepsilon(\theta, Y) = \bar{\varepsilon} + \varepsilon'(\theta, Y)$$

(5)

The means of stress and strain tensors at some point $X$ of the macro-continuum are computed as volume averages over $B_\delta(\theta)$ in the form [5]:

$$\bar{\sigma}(X) = \frac{1}{V_\delta} \int_{B_\delta(\theta)} \sigma(\theta, Y) \, dV_\delta, \quad \bar{\varepsilon}(X) = \frac{1}{V_\delta} \int_{B_\delta(\theta)} \varepsilon(\theta, Y) \, dV_\delta$$

(6)

Also the volume average of the strain energy can be calculated as:

$$\bar{U} = \frac{1}{2V_\delta} \int_{B_\delta(\theta)} \sigma(\theta, Y) : \varepsilon(\theta, Y) \, dV_\delta = \frac{1}{2} \bar{\sigma} : \bar{\varepsilon} + \frac{1}{2} \sigma' : \varepsilon'$$

(7)
Note that for an unbounded space domain ($\delta \to \infty$) the fluctuation terms in (7) become negligible ($\sigma' : \varepsilon' = 0$) and thus the following equation holds:

$$\bar{\sigma} : \bar{\varepsilon} = \bar{\sigma} : \bar{\varepsilon}$$

which is known as Hill’s condition. However, at a finite mesoscale, Hill’s condition is valid provided that the following constraint is satisfied [25]:

$$\int_{\partial B_\delta} (t - \bar{\sigma} \cdot n) \cdot (u - \bar{\varepsilon} \cdot Y) \, dS = 0$$

The constraint equation (9) is a priori satisfied by the following types of boundary conditions:

1. Uniform strains (kinematic, essential or Dirichlet):

   $$u(Y) = \bar{\varepsilon} \cdot Y, \ \forall Y \in \partial B_\delta$$

2. Uniform stresses (static, natural or Neumann):

   $$t(Y) = \bar{\sigma} \cdot n, \ \forall Y \in \partial B_\delta$$

3. Uniform orthogonal-mixed:

   $$(t(Y) - \bar{\sigma} \cdot n) \cdot (u(Y) - \bar{\varepsilon} \cdot Y), \ \forall Y \in \partial B_\delta$$

4. Periodic:

   $$u(Y^+) - u(Y^-) = \bar{\varepsilon} \cdot (Y^+ - Y^-) \text{ and } t(Y^+) + t(Y^-) = 0,$$

   $\forall Y^+ \in \partial B_\delta^+ \text{ and } \forall Y^- \in \partial B_\delta^- \text{ with } \partial B_\delta = \partial B_\delta^+ \cup \partial B_\delta^-$$
3.2 Computation of apparent properties on mesoscale

Miehe and Koch [22] proposed a computational procedure to define apparent properties (homogenized stresses and overall tangent moduli) of microstructures undergoing small strains. They have shown that apparent properties can be defined in terms of discrete forces and stiffness properties on the boundary of discretized microstructures. Using these deformation-driven algorithms, the apparent stiffness or compliance tensor of a mesoscale model of size $\delta$ can be calculated by solving a uniform strain or a uniform stress boundary value problem, respectively. The extended finite element method (XFEM) is used to model the microstructural problems. In the context of XFEM, weak discontinuities (material interfaces) can be captured by a discontinuous approximation of the displacement function $u_h(Y)$ as follows [26]:

$$u_h(Y) = \sum_{i \in I} N_i(Y) u_i + \sum_{j \in J} N_j(Y) \left( \sum_{k=1}^{n_o} \psi_k(Y) \alpha_{jk} \right)$$

where $N$ are the shape functions of the elements used, $I$ is the set of all nodes in the mesh, $J$ is the set of nodes (denoted as red circles in Fig. 4) that are enriched with the enrichment functions $\psi_k$, $u_i$ are the classical dofs, $\alpha_{jk}$ are the enriched dofs corresponding to node $j$ whose support is cut by the $k^{th}$ inclusion. To improve the accuracy and convergence of XFEM solution the following enrichment function is used [18]:

$$\psi_k(Y) = \sum_{i \in I} N_i(Y) \left| \phi_i^k \right| - \sum_{i \in I} N_i(Y) \phi_i^k$$

with $\phi_i^k$ the nodal values of the level set function corresponding to the $k^{th}$ circular inclusion. The adopted computational procedure is outlined below for the two cases of uniform boundary conditions. More details can be found in [27].

3.2.1 Uniform strains

A prescribed uniform strain tensor $\bar{\varepsilon} = [\bar{\varepsilon}_{11} \, \bar{\varepsilon}_{22} \, 2\bar{\varepsilon}_{12}]^T$ is applied on the boundary $\partial B_\delta$ of a discretized mesoscale model, as that of Fig. 4 through displacement boundary conditions (Dirichlet) in the form:

$$u_b = D_b^T \bar{\varepsilon}$$

where $D_b$ is a geometric matrix which depends on the coordinates of the boundary node $b$ and is defined as:

$$D_b = \frac{1}{2} \begin{bmatrix} 2Y_1 & 0 \\ 0 & 2Y_2 \\ Y_2 & Y_1 \end{bmatrix} \quad \text{with} \quad (Y_1, Y_2) \in Y$$

The static problem is denoted by:

$$\begin{bmatrix} K_{ii} & K_{ib} \\ K_{bi} & K_{bb} \end{bmatrix} \begin{bmatrix} U_i \\ U_b \end{bmatrix} = \begin{bmatrix} F_i \\ F_b \end{bmatrix}$$

where the subscripts $i$ and $b$ denote internal and boundary nodes, respectively. Then the apparent stiffness tensor $C_D^\delta(\theta)$ of the mesoscale model of size $\delta$ under Dirichlet boundary conditions...
can be calculated in terms of the condensed stiffness matrix \( \tilde{K}_{bb} = K_{bb} - K_{bi}K^{-1}_{ii}K_{ib} \) in the form:

\[
C^D_\delta (\theta) = \frac{1}{V_\delta} \mathbb{D} \tilde{K}_{bb} \mathbb{D}^T \tag{19}
\]

with \( \mathbb{D} = [D_1 \ D_2 \ldots \ D_M] \), \( M \) the total number of boundary nodes.

### 3.2.2 Uniform stresses

A prescribed uniform stress tensor \( \bar{\sigma} = [\bar{\sigma}_{11} \ \bar{\sigma}_{22} \ 2\bar{\sigma}_{12}]^T \) is applied on the boundary surface \( \partial B_\delta \) of a discretized mesoscale model, as that of Fig. 4 through traction boundary conditions (Neumann) as follows:

\[
F_b = S_b^T \bar{\sigma} \tag{20}
\]

where \( S_b \) is a matrix depending on the components of the discrete area vector \( \mathbf{a}_b \) which is given in terms of the nodal coordinates of the neighboring boundary nodes \( b - 1 \), \( b \) and \( b + 1 \) in the form:

\[
\mathbf{a}_b = \frac{1}{2} [\mathbf{Y}_{b+1} - \mathbf{Y}_{b-1}] \times \mathbf{e}_n \tag{21}
\]

These nodes are oriented so that the cross product with the Cartesian, out-of-plane, base vector \( \mathbf{e}_n \) yields \( \mathbf{a}_b \) as an outward normal vector at the boundary node \( b \). Thus the matrix \( S_b \) is defined as:

\[
S_b = \begin{bmatrix}
\mathbf{a}_{b_1} & 0 \\
0 & \mathbf{a}_{b_2} \\
\mathbf{a}_{b_2} & \mathbf{a}_{b_1}
\end{bmatrix} \tag{22}
\]

Then the apparent compliance tensor \( S^N_\delta (\theta) \) of the mesoscale model of size \( \delta \) under Neumann boundary conditions can be calculated in terms of the condensed stiffness matrix \( \tilde{K}_{bb} \) in the form:

\[
S^N_\delta (\theta) = \frac{1}{V_\delta} \mathbb{S} \tilde{K}_{bb}^{-1} \mathbb{S}^T \tag{23}
\]

where \( \mathbb{S} = [S_1 \ S_2 \ldots \ S_M] \) with \( M \) the total number of boundary nodes. For this type of boundary conditions the apparent stiffness tensor is obtained by inverting the compliance tensor of Eq. (23):

\[
C^N_\delta (\theta) = \left[ S^N_\delta (\theta) \right]^{-1} \tag{24}
\]

Dirichlet and Neumann boundary conditions provide upper and lower bounds of the strain energy which converge to each other as the mesoscale size \( \delta \) is increasing. Thus the following relation holds [28]:

\[
\begin{cases}
\frac{1}{2} \left[ \varepsilon : C^N_\delta (\theta) : \varepsilon \right] < \frac{1}{2} \left[ \varepsilon : C^D_\delta (\theta) : \varepsilon \right] \quad \text{for } \delta \text{ finite} \\
\frac{1}{2} \left[ \varepsilon : C^N_\infty (\theta) : \varepsilon \right] = \frac{1}{2} \left[ \varepsilon : C^D_\infty (\theta) : \varepsilon \right] \quad \text{for } \delta \to \infty
\end{cases} \tag{25}
\]
In case of uniaxial strains $\varepsilon = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T$ or $\begin{bmatrix} 0 & 1 & 0 \end{bmatrix}^T$ or simple shear $\varepsilon = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T$ the following notation can be used:

$$C^N_\delta (\theta) \leq C^D_\delta (\theta)$$ (26)

### 4 RESULTS AND DISCUSSION

In this section, the spatial average (mean) of the apparent moduli is calculated at each size $\delta$ from $n_w$ mesoscale models extracted by using the window technique on the composite images of section 2. Thus the following formula for the mean is used:

$$\overline{C_\delta}(\theta) = \frac{1}{n_w} \sum_{p=1}^{n_w} C_\delta \left( \vec{\xi}_p, \theta \right)$$ (27)

with $\vec{\xi}_p$ the position vector of the $p$-th mesoscale window model on the image (see Fig. 2). Following the notation of Eq. (26) the bounds $\overline{C^N_\delta}(\theta)$ and $\overline{C^D_\delta}(\theta)$ are calculated for the axial and shear components of the apparent elasticity tensor. Note that, while the constituent materials of the composite are considered isotropic, the computational method of section 3.2 results in an anisotropic apparent elasticity tensor due to spatial randomness. Composites containing either stiff or compliant inclusions are investigated which are obtained by keeping the Young’s modulus of the matrix constant at $E_m = 1$ GPa and varying the Young’s modulus of the inclusions $E_{in}$. The Poisson ratio is assumed to be the same for the two phases, $\nu_m = \nu_{in} = 0.3$. All components of the apparent elasticity tensor computed in this section are in GPa.

#### 4.1 Effect of volume fraction and stiffness ratio on RVE size

The convergence of $\overline{C^N_\delta}(\theta)$ and $\overline{C^D_\delta}(\theta)$ with respect to the non-dimensional parameter $\delta$ is illustrated in Fig. 5 for the composite materials of images 1 and 2 (see Fig. 1). The results refer to the average axial stiffness $C_{ii}/2$ ($i = 1, 2$) and shear stiffness $C_{33} \equiv G$ components of the mean elasticity tensor. As mentioned before in section 2, image 1 corresponds to a composite with initial $\nu_f=40\%$, whereas image 2 corresponds to a composite with initial $\nu_f=20\%$. Note that both composites contain circular inclusions of constant size ($d \simeq 7.14 \, \mu m$). The effect of volume fraction on the mechanical properties of the composite is also illustrated in Fig. 5. It can be observed that the convergence rate of the two numerical bounds with respect to $\delta$ is slower as $\nu_f$ increases. This means that, in order to perform homogenization in composites with high volume fraction, a much larger RVE has to be used.

The results of a parametric study with respect to matrix/inclusion stiffness ratio are shown in Figs. 6 and 7 for the composite of image 1. The cases of stiff ($E_{in}/E_m=10, 100, 1000$) and compliant ($E_{in}/E_m=0.1, 0.01, 0.001$) inclusions have been tested. As the Young’s modulus of the inclusions increases, the computed apparent properties of the composite increase as well. The effect of stiffness ratio on the convergence rate of the apparent properties is also illustrated in these figures. This effect is better illustrated in Fig. 8 where the discrepancy (tolerance) $e_\delta$ between the numerical bounds is plotted against the non-dimensional parameter $\delta$ for both composites examined (images 1 and 2). The discrepancy is calculated as:

$$e_\delta = \left| \frac{C^D_{ij} - C^N_{ij}}{C^D_{ij}} \right|_\delta$$ (28)
where $C_{ij}^D$ and $C_{ij}^N$ are the components of the spatially averaged apparent elasticity tensor obtained by applying Dirichlet and Neumann boundary conditions, respectively.

### 4.2 Determination of mesoscale random fields

In this section, random fields for the volume fraction and the apparent elasticity tensor of the composite of image 1 (see section 2) are obtained in mesoscale sizes $\delta$ from the simulation of a large number of SVE models extracted using the moving window technique. In order to obtain accurate statistical properties, the moving distance step of the method has been chosen as $\Delta \xi = 0.25L$, with $L$ the moving window size. Specifically, random fields for $\delta = 5.605, 11.210$ and 22.420 have been derived by simulating $n_w = 3721, 841$ and 169 SVEs, respectively (see Eq. (1) in section 2 for $n_w$). All the presented results refer to kinematic uniform boundary conditions.

Figs. 9 and 10 depict the computed random fields along with the respective empirical distributions and 2-D spatial correlations of the average axial and shear components of the apparent elasticity tensor, for the three mesoscale sizes $\delta$ examined. Note that the spatial correlations $\rho_{ij}$ have been calculated for every lag $(\xi_x, \xi_y)$ according to the following formula:

$$
\rho_{ij}^B(\xi_x, \xi_y) = \frac{1}{n_w - 1} \sum_{i=0}^{n_w} \sum_{j=0}^{n_w} \left( \frac{A(x_i, y_j) - \bar{A}}{\sigma_A} \right) \left( \frac{B(x_i + \xi_x, y_j + \xi_y) - \bar{B}}{\sigma_B} \right)
$$

with $\rho_{ij}^B$ denoting auto-correlations when quantity $A \equiv B$, otherwise cross-correlations are defined. $\bar{A}, \bar{B}$ are the spatial average values while $\sigma_A, \sigma_B$ are the standard deviations of quantities $A, B$, respectively. The mesoscale random fields of the components of the apparent elasticity tensor in Figs. 9 and 10 have been derived for stiffness ratio $E_{\text{in}}/E_m = 10$. A general observation for all mesoscale random fields is that their empirical PDFs become narrower as the mesoscale size $\delta$ increases. In other words, the random field tends to a random variable and thus the SVE tends to the RVE as $\delta$ increases. The auto-correlations for lag $(\xi_x = 0, \xi_y = 0)$ are 1 and tend to zero for lag values $|\xi_x| > L$ and $|\xi_y| > L$.

The 1-D cross correlations $\rho_{vf}^{0.5(C_{11} + C_{22})}$ and $\rho_{vf}^{C_{33}}$ are depicted in Figs. 11 and 12, respectively, for lag values along $x$ $(\xi_x = 0, \xi_y = 0)$ and $y$ $(\xi_x = 0, \xi_y)$ for stiffness ratio $E_{\text{in}}/E_m = 10$ and 1000.
Figure 6: Convergence of numerical bounds on the average axial stiffness \( C_{ii}/2 \) with respect to mesoscale size \( \delta \) for stiffness ratio a) \( E_{in}/E_m = 10 \), b) \( E_{in}/E_m = 100 \), c) \( E_{in}/E_m = 1000 \), d) \( E_{in}/E_m = 0.1 \), e) \( E_{in}/E_m = 0.01 \), f) \( E_{in}/E_m = 0.001 \).

Figure 7: Convergence of numerical bounds on the shear stiffness \( C_{33} \) with respect to mesoscale size \( \delta \) for stiffness ratio a) \( E_{in}/E_m = 10 \), b) \( E_{in}/E_m = 100 \), c) \( E_{in}/E_m = 1000 \), d) \( E_{in}/E_m = 0.1 \), e) \( E_{in}/E_m = 0.01 \), f) \( E_{in}/E_m = 0.001 \).
Figure 8: Discrepancy between upper and lower bounds with respect to mesoscale size $\delta$ for the composites of image 1 (a-b) and image 2 (c-d) and various cases of stiffness ratio.

Figure 9: Mesoscale random fields for average axial stiffness ($E_{in}/E_m = 10$).
All cross-correlations are between -1 and +1 and tend to zero for $|\xi_x| > L$ or $|\xi_y| > L$. This can be attributed to the fact that the probability of SVE models sharing common inclusions decreases as the length of the vector $\vec{\xi}_p$ (see Fig. 2) increases. A decrease on the values of cross-correlations with the increase of stiffness ratio is also observed, as in [29], especially for $|\xi_x| \leq L$ and $|\xi_y| \leq L$ for all sizes $\delta$. This could be an explanation of the fact that the RVE size cannot be defined within a reasonable tolerance for the case of high stiffness ratio (see results of section 4.1). More information about the statistical characteristics of mesoscale random fields is provided in [27].

5 CONCLUSIONS

In this paper, a novel computational procedure based on XFEM and MCS has been proposed for the determination of mesoscale random fields for the apparent properties and of the RVE size of spatially random composites. The proposed approach takes into account the local volume fraction variation by processing computer-simulated images of composites with randomly dispersed inclusions. A variable number of microstructure models were derived directly from the images using the moving window technique. The XFEM analysis of the microstructure models was used to compute upper and lower bounds on the apparent material properties by solving multiple boundary value problems under kinematic and static uniform boundary conditions. The RVE was attained within a prescribed tolerance by examining the convergence of these two bounds with respect to the mesoscale size. The effect of matrix/inclusion stiffness ratio as well as of the volume fraction of inclusions on the RVE size was highlighted. The proposed computational procedure can provide with a more realistic RVE because it incorporates the local volume fraction variation present in real composites and can be extended to any filler-reinforced composite as it is based on image analysis of computer-simulated microstructures. Finally, the obtained results can be used in the framework of homogenization methods and stochastic finite element analysis of composite structures.
Figure 11: Cross correlations at \((\xi_x, \xi_y = 0)\) and \((\xi_x = 0, \xi_y)\) for \(E_{in}/E_m = 10\) and \(E_{in}/E_m = 1000\).

Figure 12: Cross correlations at \((\xi_x, \xi_y = 0)\) and \((\xi_x = 0, \xi_y)\) for \(E_{in}/E_m = 10\) and \(E_{in}/E_m = 1000\)
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