SIMPLIFIED PERIOD ESTIMATION OF ITALIAN RC BRIDGES FOR LARGE-SCALE SEISMIC ASSESSMENT
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Abstract. The nodes of a road transportation network of a certain region can represent a population of bridges. In view of a sound characterization of corresponding fragility or vulnerability functions, the knowledge of real data, such as geometrical and material properties available from a national bridge inventory database, is a crucial element. In fact, the outcome of damage seismic assessment can be strongly affected by the variability of such information. When only limited information for each node is known and the relevant structural behaviour needs to be assessed for e.g. loss estimation studies at macro-scale level, the use of statistical tools is of extreme importance. Accordingly, the present paper furnishes a double-fold contribution: (1) provide the systematic statistical characterization of geometrical and material properties of typical Italian reinforced concrete (RC) bridges and (2) simplified formulae for the quick evaluation of the fundamental elastic period of vibration of RC bridges. This allows the development of typological fragility curves for RC bridge classes, which might be chosen according to their fundamental period of vibration. As such, the bridges can be identified with a specific bridge class, characterized by a representative fragility curve, used for expedite large-scale seismic assessment.
1 INTRODUCTION

Severe past earthquakes had a significant impact on road network systems as well as considerable catastrophic effects on human life, buildings and economy. Examples of such disastrous events are the San Fernando earthquake in 1971, Loma Prieta in 1989, Northridge in 1994 and more recent events such as Italian and New Zealand earthquakes in 2009 and 2011, respectively. It is due to such consequences that the management of the emergency phase in the immediate aftermath of an earthquake is significant. One way to efficiently tackle such an issue is to rapidly assess the status of the main network components, which may exhibit weak seismic response, which, in turn, may cause infrastructure or cascading system disruptions. The main components of a network can be point-site or distributed components [1]. Bridges belong to the former category and they play an important role to ensure the efficiency of the network system itself and the interconnection between cities’ strategic facilities or of its surrounding area [2]. A number of past studies have addressed the seismic assessment of individual bridge structures through nonlinear static or dynamic analysis [3-7]. However, such research was built upon the knowledge and the applications initially developed for building structures [8-12] and it resulted in the proposal of fragility curves for individual structures [13-16].

The derivation of fragility curves from a number of relevant geometrical or structural parameters taken from real case studies is of utmost importance for the accuracy of loss assessment investigations as part of decision-making strategies [17-18]. In such way, civil protection or other expert bodies can rely on them during the management of post-extreme event emergency phases. Yet, especially when dealing with broad areas, the development of fragility curves for each individual bridge can be unfeasible, mainly for the computational onus that such approach requires. Therefore, a parametric statistical approach may be particularly advantageous to characterize the parameters that affect the existing RC bridges response [19]. Given such characterization, one can simulate reliable data to represent additional structural configurations to fully characterize a wide range of bridges.

With the above in mind, the present study uses statistical tools to characterize populations of Italian bridges, targeting a specific typology. The collected data includes construction year, pier heights, total bridge length, span length, number of spans, superstructure area, pier main section sizes, compressive strength, tensile strength, shear strength, Young modulus and shear modulus of materials. In particular, geometrical and material properties associated to a real bridge stock are presented in a statistically usable form. Specifically, in the initial phase, they are summarized in terms of average (mean values) and corresponding dispersion (standard deviation and coefficient of variation). Successively, statistical distributions are assigned to each parameter by means of goodness-of-fit tests for small and larger samples. Such summary statistics are then used as input for the generation of a population of a specific bridge typology, representing a typical class of Italian bridges, through standard or Latin Hypercube-based Monte Carlo sampling schemes [20] in order to obtain a wide variety of bridge configurations. Finally, the configurations are analysed in order to define a simplified relationship between the period of vibration and the bridge geometrical properties that can be easily obtained or estimated through field survey or other equivalent methods. This relationship is intended for use in risk and loss assessment models and constitutes a first step towards the assignment and/or the generation of analytical fragility and vulnerability functions for specific bridge categories. In spite of its drawbacks, the relationship can be used as a potential proxy for seismic structural demand estimate of well-defined bridge typologies. It would also enable the possibility of rapidly sub-dividing bridge populations in classes for the expedite application of recent record selection procedures (e.g. conditional spectrum method) or early loss assessment
approximations, through immediate assignment of a proper fragility curve for the assessment of damage level. Ultimately, this relationship may also be applied to estimate structural properties or damage levels when no detailed information on the bridge is available.

2 SEISMIC ASSESSMENT FRAMEWORK

The global framework involving the present study targets the development of typological fragility and vulnerability functions for specific bridge classes. The framework, illustrated in Figure 1, starts with the random generation of multiple bridge structural configurations, generated through summary statistics of geometrical and material properties, which can be typically drawn from national bridge inventories. The obtained bridge portfolio can then be characterized in terms of eigenvalue analyses output, which will be useful to either identify the fundamental period of vibration or define pushover curve loads for nonlinear seismic demand estimation methods. In fact, in the past, a large number of simplified equations to estimate the fundamental period of vibration have been proposed and are commonly used for buildings (e.g. [21, 22]) whereas the absence of similar equations for bridges is well known. This paper intends to contribute to fill such a gap by proposing simplified equations as function of one or more parameters strongly correlated to the fundamental period. The fundamental period of vibration becomes also handy to e.g. carry out proper selection of records according to recent methodologies, such as the conditional spectrum method [23], also successfully applied to bridges [24]. Such a selection guarantees reliable performance points for any employed nonlinear static procedure or seismic input for nonlinear dynamic analyses.

Once bridge classes are identified, a proper intensity measure and damage limit states are selected so that the damage probability matrix can be derived. This matrix becomes the input of a fitting procedure developed to identify the main fragility function parameters. Therefore,
the framework is very much dependent on randomly simulated bridges, featuring different geometrical configurations. Indeed, the randomness that characterizes the simulated population is exclusively related to the structural layout of the pier heights and deck spans, together with the variability associated to the material properties. With this portfolio it is possible to establish, through regression analysis, empirical equations that relate geometrical properties with corresponding structural response and, afterwards, fragility. Such equations may then find useful application in expedite risk assessment methodologies or national design codes.

3 STATISTICS AROUND BRIDGE PROPERTIES

In order to provide the input for numerical simulation of bridge populations, the available information of the bridge stock under investigation has been statistically characterized. Statistical distributions were assigned to each parameter deemed relevant to the behaviour of reinforced concrete bridges. For the selected geometrical and material properties, the main statistical quantities were evaluated from the sample. Chi-Square and/or Kolmogorov-Smirnov goodness-of-fit (GoF) tests were applied to assign normal, lognormal, gamma, exponential or Weibull distributions, according to typical alpha values (0.05, 0.10 and 0.20). At an initial stage, all the properties available from the source database were statistically characterized through GoF testing. Afterwards, bridge configuration sampling and empirical relationships were carried out only for the properties that were relevant for a common RC bridge configuration, as detailed in Section 4, namely piers height, total length of bridges, span length, section diameter, reinforcing bars’ Young modulus, concrete compressive strength.

3.1 Chi-Square Goodness-of-Fit test

This test should be employed under specific conditions: it requires a sufficient sample size, only binned data are allowed and a minimum expected frequency is required. Given that the selection of the number of bins affects the value of the test, some rules (e.g. Sturge’s rule, Normal reference rule and Scott’s rule) suggest the most appropriate bin widths in order to minimize the squared error in the approximation of the Chi-Square test. The minimum expected frequency is unanimously established by literature equal to five, and if this minimum requirement is not reached, the combination of adjacent bins in the tails is applied. The subsequent overlapping of the theoretical probability density function of the assumed distribution on each histogram shows if there is probabilistic agreement; if there is not, the null hypothesis, which asserts that the data follows the pre-specified distribution, is most likely incorrect.

3.2 Kolmogorov-Smirnov Goodness-of-Fit test

The Kolmogorov-Smirnov GoF test belongs to the class of distance tests and is among the best distance tests for small samples, yet it is still reliable for large ones. The test is developed starting from the assumption of an empirical distribution, characterized by parameters estimated from the data set or from expert judgment. The comparison between theoretical and empirical CDFs follows. If the two CDF curves agree from the probabilistic point of view, the assumed distribution is accepted. Such comparison consists of defining the maximum vertical distance between the two curves and the p-value based on the maximum distance. The Kolmogorov-Smirnov test is widely used in practice and it works properly even if the sample size is small; hence it becomes particularly useful for the statistical characterization of geometrical and material properties of existing structures, such as the ones herein investigated.
3.3 Goodness-of-Fit testing with data truncation

A non negligible percentage of the data for the different variables was located at the tails of the corresponding distribution functions. The identification of outliers was therefore necessary. One way to recognize outliers is by using box plots, which synthetically represent all the data and group it in quartiles. The variability outside the upper and lower quartiles (respectively $q_3$ and $q_1$ in Figure 2) was assumed as 1.5 times the interquartile range (IQR) and is represented by whiskers. The data outside the whiskers length is identified as outliers. The range of data that excludes outliers is the so-called inner fence and it was used as input for the statistical tests [25].

![Figure 2. Typical box plot for identifying outliers](image)

In the present work, the variables that did not satisfy goodness of fit tests were analysed through box plots and in some cases, to better fit the theoretical statistical distribution, a whisker length of 3.0 was allowed. All the distribution parameters were accordingly derived.

4 DEFINITION OF A TYPICAL BRIDGE STOCK

The statistical treatment of geometrical and material properties was conducted by selecting, among the available data, the most relevant parameters from the structural seismic response viewpoint. The main bridge typology considered corresponds to Italian reinforced concrete bridges built between the 1970s and 1990s, when the major development of the highway network took place. In most cases, such bridges are characterized by simply supported deck or monolithic connections (Figure 3). About 30% of the structures exhibit circular or rectangular pier cross sections, whereas 35% include several section shapes such as octagonal or composite sections. The pier-to-deck connection is typically of the concrete-concrete or elastomeric bearings or other devices type.

![Figure 3. Typical Italian highway bridge.](image)
A case study made up of nearly five hundred Italian bridges (the exact number is 458), illustrated in Figure 4, was built up with a view to the simplified seismic vulnerability estimates for RC bridges by using parameterized structural behaviour relationships and future fragility curves.

Ideally, within a seismic risk assessment context, the definition of fragility curves of each bridge should be carried out. However, to avoid the considerable time demand of such an approach, the definition of bridge classes for a certain country would be reasonable if one assumes that the characteristics of bridges in a certain region are typically similar. Furthermore, the approach followed in the present section is based on general geometric and material information provided by a database, which is not enough to define an exhaustive characterization of different bridge classes.

At this point, the portfolio characterization in terms of random simulation of bridge properties can follow two macro strategies. The first is to consider specific geometric configurations with a specific layout (predefined number of piers, spans and regularity level) and then establish a distribution for every variable of the layout to perform simulations. The second, that is adopted here, considers the number of piers, spans and regularity level (pier heights) as random variables, defined statistically.

As such, the Italian bridges represented in Figure 4 were gathered in a single macro bridge category, corresponding to straight multi-span continuous reinforced concrete bridges. These bridges were modelled using the same deck and pier cross section type and featured no isolation at the pier-to-deck connection level. Abutments were considered as of very high stiffness hence nearly fully fixed. Furthermore, curved bridges were assumed as straight and were grouped in that same class, whilst arch bridges were considered as part of a different configuration type hence not included in the present study. The available geometrical parameters for each bridge, schematically depicted in Figure 5, were individually analysed and general inference on bridge class was made when the full set of bridge properties was not available.

Construction type, column height, span length, number of spans, superstructure area, radius of curvature in plan, main geometrical dimension of the column section, steel bars tensile strength, steel bars Young Modulus were the available parameters that provide insight to-
wards the typical geometric configuration and material properties of the selected bridges. No specific information related to the seismic design was available. A possible indicator to determine whether the bridges were seismically designed or not could be the year of construction. With respect to the bridges for which the construction year is known, 65% were built before 1970; 25% between 1970 and 1980, and 10% after 1980. Therefore, all the bridges were conservatively assumed as non seismically designed.

![Figure 5. Available information on the case study bridges](image)

For most of the properties, statistical details were investigated using the conventional statistical tools for distribution testing, described in Section 3, to define input for numerical simulation. Specific attention was paid to discrete data, for which different statistical treatment was required, particularly for the number of spans variable, which only admits integer values. In fact, even though the use of Poisson regression would be required, the resulting inappropriate short spans obtained with such an approach led the authors to consider instead the relationship between number of spans and total length, as given in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Distribution</th>
<th>Distr. parameters</th>
<th>Statistical tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pier height [m]</td>
<td>Lognormal</td>
<td>Mean (log): 1.95 std: 0.8275</td>
<td>Chi-sq. not sat. K-S: 10%, sat.</td>
</tr>
<tr>
<td>Total length [m]</td>
<td>Lognormal</td>
<td>Mean (log): 5.10 std: 1.145</td>
<td>Chi-sq. not sat. K-S not sat.</td>
</tr>
<tr>
<td>Number of spans</td>
<td>Regression</td>
<td># spans=1.483+0.0273*Total length R²=0.89</td>
<td></td>
</tr>
<tr>
<td>Superstructure area [m²]</td>
<td>Lognormal</td>
<td>Mean (log): 7.88 std: 0.9087</td>
<td>Chi-sq.: 5 %, sat. K-S: 10%, sat.</td>
</tr>
</tbody>
</table>

Table 1. Statistical distributions – geometrical layout properties

The superstructure width, required for structural modelling and not included in the set of available variables, was derived from the superstructure area, considering a trapezoidal widespread Italian deck cross section with the assumption of a solid cross section. The depth of the section was defined in line with real bridges, taking into account the average span length. In particular, for an average span length of 20m, a reasonable value of deck depth was registered to be 1.30m; whilst in the case of 40m, the deck depth assumed was 2.20m. In order to randomly generate superstructure widths, a linear trend was assumed and inference of data was then applied. The 458 observations for superstructure width were then derived from the corresponding superstructure area and total bridge length, whose fitting to the most common statis-
tical distributions were tested through Chi-squared and Kolmogorov-Smirnov GoF tests. Although the test was not satisfied at either 99%, at 90% or at 95% confidence levels, the best fit was observed to be obtained with a lognormal distribution, without truncation of data. The random data was generated between 4.7m and 34.7m, with a mean value of 12.5m and coefficient of variation of 29.1%.

The pier cross section characterization was carried out in terms of solid sections, particularly circular cross sections, which were used for the random simulation in Section 5. As for material properties, elevation compressive strength, bar tensile strength and reinforcing bars Young Modulus statistical distributions were available.

Finally, it is worth noting that when carrying out data truncation of the geometrical properties that exhibited a number of outliers, the distribution parameters sometimes significantly changed.

5 RANDOM SAMPLING: GENERATION OF BRIDGE POPULATIONS

Following the statistical characterization of the geometrical and material properties, the random generation of bridge populations can be carried out by simulating possible values from the probability distribution functions, adjusted to the different variables described in Section 4. To accomplish this, two random simulation schemes, sharing the same underlying concepts, were selected: standard and Latin Hypercube-based Monte Carlo. A sufficient number of iteration steps was ensured to guarantee that sampled parameters approximate the initially assumed probability distribution functions. Accurate results for output distributions depend on how complete the sampling from the input distributions is, thus more efficient methods are those that reach this objective with the lower number of iterations. The most popular sampling algorithm in engineering applications is standard Monte Carlo (MC), which generally requires a large number of iteration steps, whereas a more recent sampling strategy proposed is the Latin Hypercube Sampling-based Monte Carlo (LHS) that converges faster on the statistics of the input distribution. Needless to say, the selection of a proper sampling method is a crucial phase of nonlinear engineering data analysis applications, as it affects both computational onus and accurateness of results.

5.1 Sampling with standard Monte Carlo scheme

Monte Carlo is a widely spread technique applied to many problems that require the extraction of random or pseudo-random numbers to sample from a probability distribution. In its crude or standard version, the Monte Carlo sampling technique assumes that any given sample may fall anywhere within the range of the input distribution. Its main drawback is that when probability distributions are noticeably skewed, it can present outcomes of low probability, together with clustering. These limitations have incited researchers to develop new sampling schemes, such as the Latin Hypercube-based Monte Carlo, discussed ahead. In the study presented herein, Monte Carlo sampling was tested for the generation of a population set of 1000 bridges, assuming as variables the pier height (lognormal distribution), span length (normal distribution), total bridge length (lognormal distribution), section diameter (normal distribution), longitudinal reinforcement yield strength (normal distribution), transverse reinforcement yield strength (normal distribution) and steel Young Modulus (normal distribution).

5.2 Sampling with Latin Hypercube scheme

The Latin Hypercube sampling scheme is a particular case of the Monte Carlo method and consists of the stratification of the input cumulative distribution function (CDF). This CDF is
subdivided into equal intervals from which the samples are randomly drawn without replacement, retracing the input probability distribution [27]. The input parameters of each simulation constitute the rows of an \( N \times K \) matrix (\( N \) is the number of the numerical simulations and \( K \) is the number of parameters), obtained according to the inverse target distribution of the parameter associated with the column involved [28].

Even though the LHS-based method exhibits the advantage of reducing computational time demand, it does not allow the specification of parameter lower and upper bounds nor generating a new single bridge configuration. To be consistent with the bounds specified in the standard Monte Carlo method, for each parameter, such a drawback was overcome by imposing a greater number of simulations and by eliminating the entire input rows associated to those out of range values. Moreover, in order to avoid unrealistic negative parameter values, the possible entire input rows of the aforementioned \( N \) by \( K \) matrix with negative values were removed. Very few simulations did not respect the imposed restrictions therefore the described assumptions were considered acceptable.

According to the aforementioned rationale, assumptions, steps, and available information (Figure 5), a sample of 100 bridge configurations was generated. This sampling size is in agreement with recent studies in the field [29], which focused on the employment of LH sampling to the probabilistic seismic assessment of RC bridges. The distributions of the fundamental period in the transverse direction of the bridge populations generated with standard and LH-based Monte Carlo sampling are shown in Figure 6.

6 PERIOD ESTIMATION – REGRESSION ANALYSIS

In seismic analysis, the knowledge related to the fundamental period of vibration is very important as it represents a parameter capable of providing relevant information related to the global demand on a structure under a given ground motion. Structural mass, stiffness and strength are the variables that primarily affect such a dynamic behaviour parameter. However, their knowledge is not always immediate, which renders many times useful a relationship between the period and easily obtainable properties, such as geometrical information. This relationship will in turn be useful to get an accurate estimate whenever detailed data for a certain bridge is missing. The lack of this sort of studies for bridges, as opposed to buildings, led to the identification of one or more parameters strongly correlated to the fundamental period of vibration, through an analytical procedure based on the numerical simulation of bridge portfolios. Single variable and multivariate regression analyses were carried out on the randomly generated bridge populations for the development of the period estimation relationship.
6.1 Existing bridge period relationships

Eurocode 8 proposes different formulae for the structural period of vibration based on stiffness and displacements, differentiated for the cases of rigid and flexible decks. A recent methodology [30] produced simplified capacity curves to be used for seismic loss assessment of bridges. A bridge population of twenty-one assets was considered as case study. It was characterized by two deck lengths (200m and 400m), three different types of abutments and different geometrical layouts, corresponding to different regularity classes: regular, semi-regular, and irregular. The initial period in the transverse direction, corresponding to the equivalent single-degree-of-freedom system’s yielding point, resulted as a relevant parameter for characterizing simplified capacity curves, thus a preliminary trend line was drawn for defining its relationship with deck length. The number of bridges used was very limited hence the need for an improved relationship of that sort is evident. When detailed information of existing bridges is not readily available, the properties that can be easily obtained are of geometric nature. For such reason, at this initial stage, only their correlation with the fundamental period is considered.

6.2 Bridge modelling

Each case-study bridge was modelled in [31], which enabled the creation of an automated procedure controlled by an external script [32], capable of generating and updating model files for each run. The deck was modelled as a continuous elastic element, located right at the pier top, with lumped masses and with geometrical properties referred to its centre of mass, connected through rigid link elements. Considered the bridge stock characteristics, circular solid sections were assigned to each pier. With respect to material modelling, Kent-Scott-Park model with zero tensile strength was assigned to represent concrete behaviour, accounting for confinement factor in case of concrete cores. The confinement level was evaluated for each bridge component through equations proposed by Mander, since neither Kent-Park’s model nor its modified version provided information about the confining effects of spiral hoops. A bilinear model was assumed for steel, with no isotropic hardening. On the other hand, kinematic hardening was considered through the ratio between post-yield tangent and initial elastic tangent, i.e. strain-hardening ratio equal to 0.002. The connection between the piers and the deck was assured by shear keys that were modelled with rigid zero length elements and equal-degree-of-freedom connections. As far as abutments were concerned, a simplified model made up of very high stiffness springs with bilinear response along horizontal directions and fully restrained at the ground was employed.

6.3 Parametric study

Trying to fill the identified gap in the current state-of-the-art, a relationship between the fundamental period of the defined bridge class and relevant geometrical parameters was sought using eigenvalue analysis. Such approach made use of the randomly generated bridges, guaranteeing the consideration of a large breadth of different structural configurations. The representation of the fundamental period versus various geometrical parameters (tallest pier height, shortest pier height, average pier height, bridge length, average pier height) for 1000 bridges generated with standard Monte Carlo simulation was carried out in accordance with the statistical distributions proposed in Section 4. This did not evidence a clear nor satisfactory trend between fundamental period and each parameter considered individually. This is certainly due to the fact that several variables are being randomly considered and, as such, multivariate regression is envisaged with a view to an improvement in the strength of such a relationship. Nevertheless, pier height and average pier height parameters seemed to yield a
stronger correlation with the fundamental period, which preliminary indicates a possible influence by factors as regularity and bridge length.

With respect to the set of 100 bridges generated with LH–based Monte Carlo sampling, a screening of the different configurations was carried out to eliminate those including characteristics without physical meaning (e.g. negative pier heights). After such filtering, the remaining number of configurations was 78.

Considering multivariate regression, the analyses were carried out using the standard (1000) and LH–based Monte Carlo (78) sampling generated bridges. The corresponding equations and plots are presented, respectively, in Tables 2 and 3. The results denote a trend very similar to the standard Monte Carlo based results. Indeed, the comparison between the results obtained from multivariate regression analyses applied to the bridge populations associated with the two sampling procedures are summarized in Table 4. Such results demonstrate that the LH–based sampling scheme provides very close results, even slightly better, to those obtained with the standard Monte Carlo algorithm.

---

### Table 2. Multivariate regression for 1000 bridges using standard Monte Carlo simulation

<table>
<thead>
<tr>
<th>Period</th>
<th>Total length</th>
<th>Maximum pier height</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq.1:</td>
<td>$T = -5.5 \times 10^{-5} L_{tot} + 0.019 H_{max} + 0.161$</td>
<td></td>
</tr>
<tr>
<td>$R^2 = 0.233$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Period</th>
<th>Maximum pier height</th>
<th>Section diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq.1:</td>
<td>$T = 0.017 H_{max} - 0.225 D_{sec} + 0.718$</td>
<td></td>
</tr>
<tr>
<td>$R^2 = 0.594$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Period</th>
<th>Average pier height</th>
<th>Section diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq.1:</td>
<td>$T = 0.054 H_{av} - 0.215 D_{sec} + 0.523$</td>
<td></td>
</tr>
<tr>
<td>$R^2 = 0.656$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The final set of regression analysis tests considered the ratio between the two best performing variables (average pier height and section diameter), $H_{av}/D_{sec}$, which better fitted the results obtained with numerical simulation. Further improvement of the quality of the fitting was obtained by:

- carrying out robust regression, which assigns a different weight to each point while performing the regression;
- considering the semi-studentized residuals in order to identify the presence of outliers.

According to a rough rule of thumb, suggested in [25], semi-studentized residuals with...
absolute value of four or more are to be considered outliers hence they were not included when deriving regression equations.

Table 3. Multivariate regression for 78 bridges using LH-based Monte Carlo sampling

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Standard Monte Carlo (1000 simulations)</th>
<th>LHS-based Monte Carlo (78 simulations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period</td>
<td>Eq.1: ( T = 2.0 \times 10^{-4} L_{\text{tot}} + 0.015 H_{\text{max}} + 0.239 ) ( R^2 = 0.163 )</td>
<td>Eq.1: ( T = -5.5 \times 10^{-5} L_{\text{tot}} + 0.019 H_{\text{max}} + 0.161 ) ( R^2 = 0.233 )</td>
</tr>
<tr>
<td>Total length</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum pier height</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section diameter</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Period       | Eq.1: \( T = 0.016 H_{\text{max}} - 0.229 D_{\text{sec}} + 0.977 \) \( R^2 = 0.591 \) | Eq.1: \( T = 0.017 H_{\text{max}} - 0.225 D_{\text{sec}} + 0.718 \) \( R^2 = 0.594 \) |
| Maximum pier height |                                     |                                        |
| Section diameter |                                     |                                        |

| Period       | Eq.1: \( T = 0.048 H_{\text{av}} - 0.303 D_{\text{sec}} + 0.777 \) \( R^2 = 0.590 \) | Eq.1: \( T = 0.054 H_{\text{av}} - 0.215 D_{\text{sec}} + 0.523 \) \( R^2 = 0.656 \) |
| Average pier height |                                     |                                        |
| Section diameter |                                     |                                        |

Table 4. Comparison between multivariate regression results for the two sampling schemes
The plots and equations representing the improved relationship, associated with both Latin Hypercube and Monte Carlo sampling schemes, are illustrated in Table 5. When considering the ratio between average pier height and section diameter, the improvement in the period of vibration parametric characterization is notorious, whether standard or LH–based Monte Carlo sampling is employed. The quality and strength of the identified correlation is now at a level able to provide enough confidence in the use of the corresponding formulae. Indeed, a very quick estimate of the period of vibration of bridges with the characteristics used in this study can be taken as one tenth of the ratio between the average pier height and the pier cross section diameter.

<table>
<thead>
<tr>
<th>Standard Monte Carlo sampling</th>
<th>LH-based Monte Carlo sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Graph" /></td>
<td><img src="image2" alt="Graph" /></td>
</tr>
</tbody>
</table>

\[
T = -0.088 + 0.117 \frac{H_{av}}{D_{sec}} \\
R^2 = 0.830
\]

\[
T = -0.048 + 0.101 \frac{H_{av}}{D_{sec}} \\
R^2 = 0.805
\]

Table 5. Fundamental period versus ratio (average pier height / section diameter)

7 CONCLUSIONS

The study presented in this paper shows, as main contribution, a relationship to estimate the period of vibration of a typical class of Italian reinforced concrete bridges, based on easily measurable geometrical parameters. with a view to seismic assessment studies. Such bridge typology features simply supported continuous deck, nearly fixed abutments and piers with circular cross section. The geometrical variability was defined in terms of pier and span layout (number and, respectively, height or length) and material properties. The parametric characterization is useful to e.g. rapid loss assessment studies of bridge portfolios. In such a context, expedite estimates of structural characteristics are useful, especially when limited information is available. In specific, the period of vibration is intended to provide simplified seismic structural demand information, enabling also future development of fragility curves by classes.

The geometrical and material properties characterization related to existing bridges was successfully carried out through a thorough assignment of statistical distributions based on goodness-of-fit tests and outlier elimination techniques. Using such distributions, the random generation of a large number of bridges was then performed by applying two different sampling schemes: standard Monte Carlo, characterized by fully randomness, and Latin Hypercube–based Monte Carlo, based on stratified randomness. Both procedures proved to be effective in sampling bridge populations to obtain the desired parametric relationships through robust nonlinear regression analysis. For both sets of generated bridges, corresponding to the
different simulation techniques, the determination coefficients were similar and higher than 0.8, a fair result from an engineering viewpoint. Taking into account the reduced computational onus without loss of accuracy, the Latin Hypercube–based Monte Carlo sampling scheme revealed itself more advantageous and is therefore proposed as the preferable solution for numerical simulation in engineering applications of this sort.

For what concerns the specific relationship between the period of vibration and the geometrical parameters of the bridges, a simplified equation has been successfully proposed. From the authors perspective, it can be employed as a starting step for the expedite assessment of existing bridges of predefined bridge classes (with corresponding e.g. fragility curves). For the considered class, the period of vibration is seen as typically related to the ratio between the average pier height and the pier cross section diameter, properties that can be easily obtained through visual inspection or even remote techniques (e.g. GIS tools). It is believed that the work herein presented overcomes its inherent limitations when considering that current risk assessment studies, carried out in academic and industry, are based on fragility and exposure models built upon proxies with less technical content (e.g. census data). Future developments of the present work will indeed investigate the possibility to extend the proposed period equation to other branches of bridge taxonomy i.e. structural bridge classes. Important developments will also concern the consideration of code-prescribed levels of seismic design in terms of strength and ductility in the classification of bridges.
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