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Abstract.

In comparison to structured grids, a more refined discretisation of convective transport on unstructured grids is required to account for their complex topologies. In particular, and with reference to the given cell–face, the far upwind node is not readily available on unstructured grids. Also, the solution accuracy can be affected by numerical diffusion caused by skewness of the grid. In this paper, a novel method is introduced for the far upwind node reconstruction in the framework of the cell–centred finite–volume discretisation. The main idea is to form an upwind–biased stencil with a local axis that connects the central cell node and the geometric cell–face centre. Note that central and downwind cells share the given cell–face. Instead of the actual downwind node, its projection onto the local axis is used. In the previous methods, the local axis has been defined along the line connecting the central and downwind nodes. These methods can not mitigate the grid skewness error whereas by its definition the new method bypasses the issue of grid skewness. The present method is applied to several test cases, covering transport of a scalar step-profile, laminar vortex shedding from a circular cylinder and turbulent flows in two engine intake ports. Depending on the test–case, the high resolution convective schemes such as MINMOD, the modified SMART and bounded central differencing scheme are employed. The latter is selected for large eddy simulations of one of engine ports. The preceding schemes are formulated for non–uniform grids, and they obey the well known convective boundedness criteria. The used grid types also varied, including triangular, polyhedral and Cartesian cut–cell shapes. The convergence properties and accuracy of the new method are scrutinised against the previous one. For all cases, the bounded numerical solution is ensured, and the improved convergence rate of the new method is noted. The accuracy of results predicted by both methods is established through comparisons with either analytical or experimental and numerical results from literature.
1 INTRODUCTION

Discretisation of fluid transport equations should ensure a convergent, accurate and physically bounded numerical solution. Closely related to the solution accuracy is the perplexing problem of boundedness. The difficulty is that proper bounds exist for any numerical problem but these bounds are not always easily perceived. The boundedness problem particularly affects the discretisation of convective transport on either structured or unstructured grids.

Calculation of cell–face variable values using linear interpolation between adjacent cell values, which is known as central differencing scheme (CDS), illustrates well the boundedness problem. If the numerical grid is not sufficiently refined this scheme can not suppress numerical oscillations accompanied by non–physical overshoots or undershoots, especially in regions with steep gradients of transported variables. This behaviour is predicted by Godunov’s theorem [1] which states that the second and higher order linear schemes can not be monotonicity preserving. Only the first order accurate upwind differencing scheme (UDS) guarantees the solution boundedness whereby the cell–face value is taken to be that which prevails at the upwind cell. In order to maintain the bounded solution of the second and higher order convection schemes, these schemes should be designed as non-linear schemes, with provision of an appropriate amount of numerical diffusion.

The way in which the numerical diffusion is introduced, and its amount controlled, determines the accuracy, convergence properties and computational efficiency of the convective (numerical) scheme. A popular approach is to control the numerical diffusion by boundedness criteria. Two major criteria, total variation diminishing (TVD) [2,3] and the convection boundedness criterion (CBC) [4], offer great flexibility in the construction and implementation of high resolution bounded schemes. These two criteria were formulated in terms of flux limiters and normalised variables, respectively. The review and comparison of TVD and CBC criteria, together with analysis of most higher–order bounded schemes can be found in [5].

In the framework of the cell-centred, finite-volume discretisation, each cell–face value is calculated with the help of a dimensionally split upwind–biased stencil, i.e. one–dimensional bounded scheme is applied along appropriately defined cell-face direction. On the structured, in general non–uniform and non–orthogonal grids, the upwind–biased stencil is defined along the local coordinates (grid lines) as shown in Figure 2 (left) for the east cell–face. The stencil involves the upwind $U$ and downwind $D$ cells (nodes) with respect to the cell $C$ which is itself upwind of the face $j$. The implementation of bounded schemes on multi–dimensional structured grids is relatively straightforward. Though it is very important to formulate these schemes in terms of non–uniform grid spacing where either normalised local coordinates [6,7] or equivalent downwind and upwind geometric factors [8, p.48] can be used.

Considering unstructured grids, the implementation of the TVD/CBC schemes is neither straightforward nor unique task as the upwind node is not readily available. A sensible idea is to reconstruct the upwind node and its value. This can be done implicitly by projecting the central cell variable gradient onto the line connecting the central and downwind nodes as devised by [9,10,11]. Instead of the central cell gradient, the projection of the cell–face gradient in conjunction with the modified definition of the CBC normalised variable was employed in [12]. Both approaches are equivalent as they deliver the same definition of the normalised variables, and the actual position of the upwind node is not required. It was shown by [10,11] that reconstructed upwind values should be bounded by maximum and minimum values of central node’s neighbours. The effectiveness of upwind node reconstruction using formulation for the linear CBC/TVD schemes consistent with non-uniform grids was demonstrated in study
Alternative methods rely on the explicit definition of the upwind node, and require a geometric search to find an upwind cell closest to the defined upwind node. Then the upwind node value is the value at the upwind cell corrected with the help of the upwind cell gradient. In [13], the upwind node was defined in the same way as in the gradient projection method. Other authors, [14, 15], positioned the upwind node along the line normal to the cell-face. This line passes through the cell-face centre as well as through the nodes $C'$ and $D'$ which are projections of the $C$ and $D$ nodes onto the face normal, respectively. The recent multi–slope MUSCL method [16] specifies the upwind node along the line connecting the central node and cell-face centre. In essence, the upwind value is obtained by linear interpolation from the values available at the closest cell centres.

The majority of previous upwind node reconstruction methods calculated the bounded cell-face value at the cell–face interpolation point $j'$. This intersection point, defined by vector connecting the central and downwind nodes, did not always coincide with the face geometric centre $j$. Consequently, these methods, apart from [16], could not fully alleviate the grid skewness interpolation error. In the methods employing the line normal to the cell–face [14, 15], the interpolation point was the cell–face centre. However, the variable values and gradients at projected central and downwind nodes were taken to be those at the corresponding actual nodes. The skewness corrected TVD flux limiter, proposed recently by [17], was devised to correct the cell-face value implicitly. The limiter itself must be carefully bounded to satisfy the TVD constraints.

In this paper, a novel method, illustrated in Figure 2 (right), is proposed to mitigate the grid skewness error explicitly. For this, the upwind node $U$ is reconstructed along the cell–face direction defined by line connecting the central node $C$ and the face centre $j$. Instead of the actual downwind node $D$, its projection onto the cell–face direction, $D'$, is used. After an overview of the finite volume discretisation, bounded convective schemes are introduced with the help of normalised variable approach. Next, a new generalised implementation of convective schemes on unstructured grids is described. Then the results from four test cases are used to assess the performance of the proposed method.

## 2 OVERVIEW OF FINITE VOLUME DISCRETISATION

The discretisation of the governing equations is carried out by using the finite volume method to discretise spatial dimensions and finite differencing to discretise time. The solution domain is filled with an unstructured grid defined by edges of arbitrary polyhedra referred to as control volumes or cells. All flow variables are stored at geometric centres of the cells. For a non–moving control volume $V$, depicted in Figure 1, integration of fluid transport equations using second–order single–point quadrature operators leads to control volume balances of unsteady, convective, diffusive and source terms, [18, 19] :

$$
\frac{d}{dt}(\rho V \phi) + \sum_{j=1}^{n_f} \left( C_j - D_j - \left( s^A_{\phi k} A_k \right)_j \right) = \left( s^V_{\phi} \right)_P V_P,
$$

with $C_j = \hat{m}_j \phi_j$, $D_j = \left( \Gamma_{\phi} \nabla \phi \cdot \vec{A} \right)_j$

In the preceding equation, $\phi$ is a flow variable and $\Gamma_{\phi}$ represents its diffusion coefficient; time and density are denoted as $t$ and $\rho$, respectively. For a cell–face $j$, convective and diffusion fluxes are $C_j$ and $D_j$, respectively. The source terms $s^V_{\phi}$ and $s^A_{\phi k}$ are related to the cell volume and cell face, respectively; $n_f$ is the number of cell-faces enclosing the cell. Mass fluxes $\hat{m}_j$ are...
defined as:

\[ \dot{m}_j = \rho_j \bar{U}_j^* \cdot \bar{A}_j \]  

where the Rhie–Chow interpolation practice \([20, 21]\) is used for the mass conserving face velocity \( \bar{U}_j^* \). The mass fluxes must satisfy the integral mass balance over each cell:

\[ \frac{d}{dt}(\rho V)_P + \sum_{j=1}^{n_f} \dot{m}_j = 0 \]  

For time–dependent phenomena, the semi-discrete equation (1) can be written in a form that resembles the first order ordinary differential equation. Time ‘marching’ procedure is then used to advance the solution in time over a number of time steps with the time-step size \( \Delta t \). The unsteady term is integrated over each time interval by either first order Euler or second order three time level (TTL) differencing scheme, see \([21]\). Both schemes are implicit and unconditionally stable.

The evaluation of cell–face values and gradients at both cell-centres and cell–faces is the essential ingredient of the discretisation procedure. Commonly used linear interpolation between the values at adjacent cells \( P \) and \( P_j \) (which amounts to the central differencing scheme, CDS) gives

\[ \phi_j = \phi_{j,P} + (1 - f_j) \phi_{P,j} \]  

\[ f_j = f_{j,P} = \frac{|\bar{r}_{P,j} - \bar{r}_j|}{|\bar{r}_{P,j} - \bar{r}_j| + |\bar{r}_j - \bar{r}_P|} \]  

where \( f_j \) is the cell–face interpolation factor. In addition to CDS, higher–order upwind schemes such as linear upwind (LUDS) \([22]\) and quadratic upwind (QUICK) \([23]\) (generalised by \([24]\) as \( \kappa \)–schemes) are popular. As pure \( \kappa \)–schemes are not always appropriate for the convective transport, a simple and efficient approach is to blend them with a certain amount of the first order upwind (UDS) scheme as advocated by \([21, 25]\). In the case of CDS, the blending can be arranged as:

\[ \phi_j = \phi_j^{UDS} + \gamma_{\phi_j} \frac{\dot{m}_j}{|\dot{m}_j|} (\phi_{P,j} - \phi_P) \]  

\[ \phi_j^{UDS} = \begin{cases} \phi_{P,j} & \text{if } \dot{m}_j < 0 \\ \phi_P & \text{if } \dot{m}_j \geq 0 \end{cases} \quad f_j^* = \begin{cases} f_j & \text{if } \dot{m}_j < 0 \\ 1 - f_j & \text{if } \dot{m}_j \geq 0 \end{cases} \]
where $f_j^*$ is now the flow orientated interpolation factor. The blending factor $\gamma_\phi$ depends on the grid resolution, and for sufficiently fine grids the values close to one can be used. The alternative to the blending approach is to adopt high resolution bounded schemes whose improved discretisation on the unstructured grids is the subject of this work.

For the cell gradients, a linear least-square procedure [26] is used in this study. Considering the cell–face gradient, the Gauss’ formula $\nabla \phi \approx \oint \phi d\vec{A} / V$ can be applied to the control volume constructed around the face $j$. The derivation outlined in [19] leads to the following expression:

$$\nabla \phi_j \approx \nabla \phi_j + \frac{A_j}{d_j} \left[ (\phi_{P_j} - \phi_P) - \nabla \phi_j \cdot \vec{d}_j \right], \quad \nabla \phi_j = f_j \nabla \phi_P + (1 - f_j) \nabla \phi_{P_j}$$  (8)

Further details regarding the discretisation of convective and diffusion fluxes can be found in [19, 27].

The outcome of the discretisation of considered transport equation for $\phi$ is a linearised algebraic equation for each cell. The corresponding system of algebraic equations for each flow variable is under–relaxed implicitly [28]. The system is then arranged in a sparse matrix form $[a] \phi = b$, and solved by Bi–CGSTAB linear equation solver [29, 30] using incomplete lower–upper (ILU) pre-conditioners.

The non–linearity and coupling of the solved transport equations, including velocity–pressure coupling, is handled by generalised SIMPLE–based pressure correction method [31]. This method is suitable for both time marching and steady-state iterative solutions. Normalised residuals, defined as

$$R_\phi = \frac{\sum_{cells} |a_P \phi_P - b_\phi|}{\sum_{cells} |a_P \phi_P|}, \quad R_{mass} = \frac{\sum_{cells} |\text{mass imbalance}|}{\sum_{cells} |\text{mass imbalance}|_{ref}}$$  (9)

serve as the convergence criterion for the SIMPLE–based iterative solution procedure. The reference mass imbalance in the preceding equation is the maximum imbalance in the first five iterations [32]. The solution is considered converged when all normalised residuals drop below a certain value, typically below $1 \times 10^{-5}$.

## 3 BOUNDED CONVECITIVE SCHEMES – NORMALISED VARIABLE APPROACH

High–resolution convective schemes require an upwind–biased stencil as defined along local coordinate $\xi$ in Figure 2 (left) for the structured grid. In this figure, the far upwind $U$, central $C$ and downwind $D$ nodes are defined with respect to the cell-face $j$ having positive mass flow rate $\dot{m}_j$. Obviously, labelling of the nodes depends on the mass flux direction. As shown in [11], the mathematical enforcement of monotonicity along local axis $\xi$ and interpolative boundedness (face value bounded by values at adjacent cells) is an easy way to derive both CBC [4] and TVD [3] boundedness criteria. These criteria, and bounded schemes based on them, can be formulated in terms of normalised variable approach introduced by [4, 33].

### 3.1 Normalised variable approach

In this approach, the convected variable $\phi$ is normalised as

$$\tilde{\phi} = \frac{\phi - \phi_U}{\phi_D - \phi_U}$$  (10)

giving $\tilde{\phi}_U = 0$ and $\tilde{\phi}_D = 1$. The associated normalised variable diagrams (NVD), showing TVD (left) and CBC (right) regions, are presented in Figure 3. It follows that cell–face values
\[ \phi_j = \varphi_j^{UDS} + \varphi_j \left( \frac{\bar{m}_j}{|\bar{m}_j|} (\phi_P - \phi_P) \right) = \phi_C + \varphi_j (\phi_D - \phi_C) \quad (11) \]

\[ \varphi_j = \left( g_D - \alpha_j \frac{f_j^*}{f_w^*} \right) + (g_U + \alpha_j) \frac{\phi_C - \phi_U}{\phi_D - \phi_C} \quad (12) \]

\[ g_D = \frac{f_j^* (1 + f_w^*)}{f_j^* + f_w^*}, \quad g_U = \frac{f_w^* (1 - f_j^*)}{f_j^* + f_w^*}, \quad f_w^* = \begin{cases} f_{j,E} & \text{if } \bar{m}_j < 0 \\ 1 - f_{j,W} & \text{if } \bar{m}_j \geq 0 \end{cases} \quad (13) \]

where the parameter \( \alpha_j \) defines a family of the higher–order schemes. For example, the QUICK scheme is recovered for \( \alpha_j = 0 \). The quantity \( \varphi_j \) plays a similar role as the flux limiter [3].
addition to geometric interpolation factors, the flux limiter is a function of the gradient ratio \( r_j \):

\[
r_j = \frac{\phi_C - \phi_U}{\phi_D - \phi_C} = \frac{\tilde{\phi}_C}{1 - \tilde{\phi}_C} \approx \frac{(\partial \phi / \partial \xi)_w}{(\partial \phi / \partial \xi)_j}
\] (14)

It is evident from Equation (12) that all NVD schemes \( \tilde{\phi}_j = f(\tilde{\phi}_C) \) can be formulated in terms of flux limiters:

\[
\tilde{\phi}_j = \tilde{\phi}_C + \varphi_j \left( 1 - \tilde{\phi}_C \right)
\] (15)

Note that Equation (11) for the cell-face value offers a straightforward implementation of NVD schemes.

### 3.2 Choice of bounded schemes

Characteristics of bounded schemes used in this study are shown in Figure 3. In comparison to the original SMART scheme [4], the AVL SMART [11] offers a good compromise between accuracy and convergence properties. Both schemes coincide with the third–order accurate QUICK scheme over a large part of the monotonic region. The TVD MINMOD scheme (Roe’s limiter) is a combination of the second–order accurate LUDS and CDS schemes. It is more diffusive than the AVL SMART/SMART scheme, and therefore has better convergence properties.

With exception of implicit large eddy simulations (LES), the CDS scheme is an ideal choice for LES on the adequately resolved numerical grids, [34]. Unfortunately, achieving the good grid resolution is not always practical. To compensate for inadequate grid resolution, and maintain the numerical stability and boundedness, the bounded CDS (BCDS) scheme has been devised. As shown in Figure 3 (left), this composite scheme has a central differencing behaviour for \( 0.2 \leq \tilde{\phi}_C \leq 1 \).

The upwind node for bounded schemes on unstructured grids is usually placed at the same distance from the central node as the downwind node. For this situation, the flow orientated interpolation factor at the cell–face \( w \) in Equation (13) is the same as at cell-face \( j \), \( f_w^* = f_j^* \). The corresponding flux limiters are then defined as:

- **MINMOD:** \( \varphi_j = f_j^* \max \left[ 0, \min \left( r_j, 1 \right) \right] \) (16)
- **Bounded CDS:** \( \varphi_j = f_j^* \max \left[ 0, \min \left( 4r_j, 1 \right) \right] \) (17)
- **AVL SMART:** \( \varphi_j = f_j^* \max \left\{ 0, \min \left[ (1 + \beta_1) r_j, \frac{1}{2} \left( \beta_1 + \beta_2 r_j \right), 1 + \beta_2 \right] \right\} \) (18)

\[ \beta_1 = 1 + f_j^*, \beta_2 = 1 - f_j^* \]

### 4 GENERALISED IMPLEMENTATION OF BOUNDED SCHEMES

As outlined in the Introduction, original implementations of unstructured grid schemes employed an upwind–biased stencil whose axis was defined by a line connecting central \( C \) and downwind \( D \) nodes, Figure 2 (left). The acronym **UCD-method** will be used to refer to this type of upwind node reconstruction. In this case, the centred difference \( (\phi_D - \phi_U) \) can be calculated from the gradient projection \( \nabla \phi_C \cdot 2\tilde{d}_{CD} \), which gives the upwind node value \( \phi_U^* \) as:

\[ \phi_U^* = \phi_D - \nabla \phi_C \cdot 2\tilde{d}_{CD} \] (19)
The preceding gradient projection implies a uniform stencil, that is virtual upwind node $U$ is at the same distance from $C$ as $C$ is from $D$. Also, gradient changes between upwind and downwind nodes are neglected.

The grids shown in Figure 2 are not only non-orthogonal but also skewed as the distance vector, connecting the central and downwind nodes, intersects the cell-face at an interpolation point $j'$ which does not coincide with the face geometric centre $j$. As a consequence, the UCD–method provides the cell–face value $\phi_j$ at the interpolation point $j'$. Grid skewness is a common feature of unstructured grids. The associated error, analysed by [35], appears as a diffusion–like error. It can be easily corrected in an explicit manner [35, 36] as follows:

$$\phi_j = \phi_j + \nabla \phi_j \cdot (\bar{r}_j - \bar{r}_{j'})$$

(20)

The above correction, however, may produce an unbounded value at the cell-face centre.

A new method, illustrated in Figure 2 (right), adopts the line connecting the central cell $C$ and cell-face centre $j$ as a local coordinate for the upwind–biased stencil. This method, referred to as UCF–method, bypasses the grid skewness issue. However, a projection $D'$ of the downwind node $D$ onto the stencil axis as well as a variable value for this projected node are required. An orthogonal projection of $D$ appears to be a good choice as it minimises an interpolation error for the projected node value $\phi^*_D$:

$$\phi^*_D = \phi_D + \nabla \phi_D \cdot (\bar{r}_{D'} - \bar{r}_D)$$

(21)

Similar to the UCD–method, the upwind node $U$ and projected node $D'$ are equidistant to node $C$. The interpolation factor for the cell-face $j$ is calculated from:

$$f^*_Cj = \frac{\bar{C}_j}{\bar{D}'_j} = \frac{\bar{C}_j}{\bar{C}'_j + j \bar{D}'_j} = \frac{\bar{r}_{C_j} \cdot \bar{r}_{C_j}}{r_{C_j} \cdot \bar{r}_{C_j} + |\bar{r}'_{D} \cdot \bar{r}_{C_j}|}$$

(22)

The position vector of the projected node is then:

$$\bar{r}_{D'} = \bar{r}_C + \frac{\bar{r}_{C_j}}{f^*_Cj}$$

(23)

Clearly, the position of projected node can be controlled by interpolation factor value. One can be tempted to define this value equal to $1/2$, i.e to design the upwind stencil as uniform. Numerical tests, however, revealed that biasing of interpolation factors towards $1/2$ as in:

$$f^*_j = \frac{1}{2} \left( f^*_Cj + \frac{1}{2} \right)$$

(24)

improves the convergence rate without the negative impact on the accuracy. Thus, the preceding definition of the flow orientated cell-face interpolation factor is used for flux limiters in Equations (16), (17) and (18), whereas the projected node $D'$ is placed according to Equation (23) using $f^*_j$ instead of $f^*_Cj$.

Another novelty of the current method is a calculation of the upwind node value using gradient projection at an imaginary cell–face $w$:

$$\phi_C - \phi_U = \frac{1}{f^*_j} \nabla \phi_w \cdot \bar{r}_{Cj} \Rightarrow \phi_U = \phi_C - \frac{1}{f^*_j} \nabla \phi_w \cdot \bar{r}_{Cj}$$

(25)
The required gradient at \( w \) is reconstructed from the assumed linear distribution of gradients across the central cell (involving points \( w, C \) and \( j \)):

\[
\nabla \phi_w = \frac{1}{2f_j^*} \left[ \left( 1 + 2f_j^* \right) \nabla \phi_C - \nabla \phi_j \right]
\]

(26)

where the variable gradient \( \nabla \phi_j \) at the cell-face \( j \) is given by Equation (8).

Both upwind node and projected downwind node values are bounded by values at neighbouring cells that surround the upwind and downwind node, respectively. This is done by checking \( \phi_U^* \) and \( \phi_D'^* \) against the minimum and maximum values of \( \phi \) over the cells that share faces of \( C \) and \( D \), respectively:

\[
\phi_U = \max \left[ \phi_{\text{min}}^{C_{\text{ngb}}} \right], \quad \phi_D = \max \left[ \phi_{\text{min}}^{D_{\text{ngb}}} \right]
\]

(27)

The convected variable \( \phi \) is now normalised by replacing the downwind value \( \phi_D \) in Equation (10) with the projected node value \( \phi_D' \).

5 RESULTS AND DISCUSSION

The test cases used in this study include pure convection of scalar discontinuities, laminar vortex shedding from a circular cylinder at \( Re = 105 \), turbulent flow through an engine port and LES of the JSAE engine port. Unstructured grids made of triangular, polyhedral and Cartesian cut cells are employed. The convergence properties and accuracy of the new method are scrutinised for all test cases.

5.1 Convection of step profile

A steady–state convective transport of a passive scalar, \( \nabla \cdot \rho \vec{U} \phi = 0 \), is frequently used to test and validate convective schemes. Here, a step profile is convected over a square domain by the given velocity field \( \vec{U} = (\sqrt{2}/2, \sqrt{2}/2) \). Figure 4 (left) shows the geometry and boundary conditions for this case. A mildly skewed triangular grid, having 25 cells per side of a square, is used, Figure 4 (right).

The results were obtained by using double precision variables, and the convergence criterion based on the normalised residuals was \( 1 \cdot 10^{-14} \). As Figure 5 indicates, the new UCF upwind node reconstruction method has a better convergence rate than the previous UCD method. In
general, more accurate schemes require smaller under-relaxation factors $\alpha_\phi$ and more steady-state iterations to achieve the convergence. Though the bounded CDS has converged below the specified convergence criterion, its convergence properties in this case are not great.

The comparison of all schemes in terms of their ability to resolve the step profile is shown in Figure 6. Regardless of the upwind node reconstruction method, more accurate schemes deliver better resolutions. The bounded CDS capability to resolve the step profile is quite close to AVL SMART, and significantly better than that of MINMOD. Clearly, the proposed UCF method performs better than the UCD method for all tested schemes.

5.2 Laminar vortex shedding from a circular cylinder

The incompressible, unsteady flow around a two-dimensional circular cylinder is computed at Reynolds number $Re = \rho U_0 D/\mu = 105$, where $D = 1 \text{ m}$ is the cylinder diameter and
$U_0$ is the uniform inlet velocity. The flow is characterised by the presence of vortex shedding whose predicted strength is very sensitive to the employed convective scheme, [8]. A part of the solution domain, filled with triangles, is displayed in Figure 7. With the reference to the cylinder centre, the inlet plane is placed at a distance $12D$, the outlet plane at $30D$ and the top and bottom symmetry planes at $12D$. A triangular grid, with 17,504 cells is employed. There are 160 cells along the cylinder wall, with approximate wall distances of $5.75 \times 10^{-3} \text{ m}$.

Computations are performed using the third–order accurate AVL SMART scheme. Both first order Euler and second order TTL time schemes are used with a small time step size of $\Delta t = 0.5 \text{ s}$. This gives the non-dimensional time step size $\Delta t^* = U_0\Delta t/D = 8.2 \cdot 10^{-4}$. The convergence criterion is set to $1. \times 10^{-6}$.

Figure 8 compares the time histories of the lift ($C_L$) and drag ($C_D$) coefficients (drag and lift forces normalised by $0.5\mu U_0^2D$) as calculated by UCD and UCF upwind node reconstruction methods. Both methods deliver similar histories although the phase shift between two methods is evident. The integer flow parameters such as Strouhal number $St$, the time–averaged drag coefficient $\bar{C}_D$ and amplitudes of the lift coefficient $\tilde{C}_L$ are compared in Table 1. For the same time–differencing scheme, the new UCF–method predicts lower values for the mean drag and

![Figure 7: Circular cylinder. Triangular grid and vortex shedding pattern as visualised by distribution of $U$–velocity component at the given time.](image)

![Figure 8: Vortex shedding from a circular cylinder at $Re = 105$. Time histories of the lift (left) and drag (right) coefficients as obtained by two upwind node reconstruction methods.](image)
Table 1: Vortex shedding from a circular cylinder at $Re = 105$. Integral flow parameters as predicted by two upwind node reconstruction methods.

<table>
<thead>
<tr>
<th>Flow parameter</th>
<th>Time scheme</th>
<th>Euler</th>
<th>UCF–method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$St$</td>
<td>$C_D$</td>
<td>$C_L$</td>
</tr>
<tr>
<td>UCD–method</td>
<td>0.1660</td>
<td>1.371</td>
<td>±0.350</td>
</tr>
<tr>
<td>UCF–method</td>
<td>0.1665</td>
<td>1.370</td>
<td>±0.352</td>
</tr>
</tbody>
</table>

slightly higher values for the Strouhal number. The differences between the TTL and Euler scheme results are relatively small.

Note that predicted flow parameters are sensitive to the size of the solution domain. Therefore it is important to make a comparison with the results corresponding to the same or similar size of the solution domain. The correlations developed by [37], and based on the polynomial fitting of spectral element method results, are useful in this context as they take into account the solution domain extents. Thus the comparison of present results for a more accurate TTL scheme with the numerical correlations from [37] and the experiment of [38] is given in Table 2. It can be seen that new UCF–method results are in slightly better agreement with the results from literature than the UCD–method results.

Table 2: Vortex shedding from a circular cylinder at $Re = 105$. Comparison of predicted integral parameters as obtained by TTL scheme with the results from literature. The values in brackets are relative differences with reference to values from [37, 38].

<table>
<thead>
<tr>
<th>Authors</th>
<th>$St$</th>
<th>$C_D$</th>
<th>$C_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present, UCD</td>
<td>0.1636</td>
<td>1.374</td>
<td>±0.355</td>
</tr>
<tr>
<td>Present, UCF</td>
<td>0.1638</td>
<td>1.369</td>
<td>±0.355</td>
</tr>
<tr>
<td>Experiment, [38]</td>
<td>0.1667</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Numerical, [37]</td>
<td>-</td>
<td>1.369</td>
<td>0.358</td>
</tr>
</tbody>
</table>

5.3 Steady–state turbulent flow through an engine port

The turbulent flow through a baseline intake port with the non–dimensional valve lift $L/D_i = 0.355$ ($D_i$ is the valve inner seat diameter) is computed. The MINMOD convective scheme is employed whereas turbulence is modelled using the time–scale bounded $k–\varepsilon$ model [39] in conjunction with enhanced wall functions [40].

The experimental port assembly is illustrated in Figure 9 (left). The air flow is supplied by an inlet plenum where the stagnation boundary conditions are maintained. The flow leaves a port cylinder via two outlet tubes where impulse torque meters are installed. The torque meters are placed close to outlet tubes ends. Note that $y$-axis starts at the port symmetry plane, and coincides with the outlet tubes axes. From the outlet tubes, the flow is discharged into atmosphere at the constant pressure. The flow experiments are conducted under adiabatic conditions (zero heat fluxes at all walls).

In the present simulations, the solution domain corresponds to the experimental rig flow geometry. However, the outlet tubes are truncated so that outflow pressure boundaries coincide with the starting positions of torque meters in the experimental rig. In this way the flow through the torque meter honeycomb is not modelled as porous media, i.e the presence of meters is ignored. The working fluid is air, and it is considered as an ideal compressible gas for the density predictions. The numerical grid, comprising 2,638,706 internal polyhedral cells is used.
Figure 9: Intake port. Geometry (left) and velocity magnitude at the cross-section $y = 20 \text{ mm}$ (right).

Details of this grid around the valve, accompanied with the velocity magnitude distribution, are displayed in Figure 9 (right).

The convergence behaviour of the proposed UCF–method versus the UCD–method can be examined through the history of normalised residuals shown in Figure 10. With the UCF–method, the normalised residuals dropped below $1 \times 10^{-5}$ whereas this was not the case for the UCD–method. The calculated values of the inlet mass flow rate $\dot{m}_{in}$ and the torque $T$ (at the $y$–plane defined by position of a torque meter) are compared with the measured ones in Table 3. A good agreement between the predicted results with the measured ones is evident. Although the calculated torque value using the UCD–method appears quite close to the measured one, it should not be overlooked that the UCD–method has not fully converged.
Table 3: Intake port. Comparison of the predicted mass flow rate and torque values with the measured ones.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>UCD–method</th>
<th>UCF–method</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass flow rate ( \dot{m}_{in} ), kg/s</td>
<td>0.09841</td>
<td>0.09875</td>
<td>0.10236</td>
</tr>
<tr>
<td>Relative difference, %</td>
<td>-3.86</td>
<td>-3.53</td>
<td>–</td>
</tr>
<tr>
<td>Torque ( T \times 10^3 ), Nm</td>
<td>27.752</td>
<td>27.008</td>
<td>28.239</td>
</tr>
<tr>
<td>Relative difference, %</td>
<td>-1.72</td>
<td>-4.35</td>
<td>–</td>
</tr>
</tbody>
</table>

5.4 Large–eddy simulation of JSAE port

In this validation case, LES of JSAE engine port is performed using Smagorinsky–Lilly sub-grid scale model and bounded CDS scheme.

The port model was designed by Japanese Society of Automotive Engineers (JSAE) for their benchmark study, see [41]. Its geometry, shown in Figure 11 (left), has a simple 90\(^\circ\) axisymmetric design which provides the non–swirling flow around an engine valve at a lift of 7 mm.

At the port inlet, the mass flow rate of 0.0254 kg/s was prescribed, while the static pressure of \( p_{out} = 101176 \) Pa was specified at the outlet. The measured pressure drop, calculated as the difference between the total pressure at the inlet \( p_{tot} \) and static pressure at the outlet was \( \Delta p_{exp} = 3349 \) Pa.

The Cartesian cut–cell grid with 7.9 million cells and the maximum non–dimensional wall distance of \( y_{max} = 51 \) was considered suitable for the present LES. Unsteady runs were performed using the second order TTL time scheme with the time step size of \( \Delta t = 1. \times 10^{-5} \) s. Typically, three outer iterations per time step were required to reduce the normalised residual below the specified convergence criterion of \( 1. \times 10^{-5} \). Simulations were conducted over 10,000 time steps (0.1 s), and the last 5,000 steps were used to obtain the time–averaged variables.

Figures 11 (middle, right) show velocity plots around the valve in the symmetry plane \( z = 0 \) (right).

Figure 11: JSAE port. Geometry (left), details of Cartesian cut–cell grid overlaid with time–averaged velocity vectors (middle) and in–plane time–averaged velocity vector contours (right) around the valve in the symmetry plane \( z = 0 \) (right).
Figure 12: JSAE port. Sub-grid scale viscosity at the given time (left) and the effect of the upwind node reconstruction method on the pressure drop history (right).

\( p_{\text{tot}} - p_{\text{out}} \) are plotted for both UCD and UCF upwind node reconstruction methods. The time averaged pressure drop values obtained by UCD and UCF methods are \( \Delta p_{\text{UCD}} = 3486 \, \text{Pa} \) and \( \Delta p_{\text{UCF}} = 3527 \, \text{Pa} \), respectively. With reference to the measured pressure drop \( \Delta p_{\text{exp}} = 3349 \, \text{Pa} \), these values over-predict the pressure drop for 4.1% and 5.3%, respectively.

6 Conclusions

The implementation of bounded convective schemes on three-dimensional unstructured grids has been revisited. A central problem of the far upwind node reconstruction is generalised by defining an upwind-biased stencil along the local coordinate connecting the cell centre upstream of the cell-face and the cell-face centre. With this approach, a diffusion-like error introduced by grid skewness can be alleviated. The improved convergence properties and accuracy of the new method are demonstrated by computing four test cases. For each case, either analytical or available experimental/numerical results are used to validate the present method. In addition, the new method is scrutinised against the well established upwind node reconstruction method which by its definition cannot mitigate the grid skewness error. Considering the performance of higher order schemes, the MINMOD scheme is well suited for the steady-state simulation whereas the modified SMART is recommended for unsteady simulations. In the case of LES, it is beneficial to employ the bounded central differencing scheme.
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