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Abstract. The analysis of earth slopes situated in seismic areas has been extensively investigated in literature using deterministic approaches where average values of the soil properties were used. In this paper, a probabilistic dynamic approach is presented for the slope stability analysis. In this approach, the effect of the soil spatial variability on the dynamic responses was investigated. The soil shear modulus G was modeled as an anisotropic non-Gaussian random field. The deterministic model was based on numerical simulations using the dynamic option of the finite difference code FLAC²D. Notice that when dealing with dynamic problems, the deterministic model becomes very time-consuming. For this reason, one needs to keep to a minimum the number of calls to the deterministic model when performing the probabilistic analyses, the probabilistic method generally employed when considering spatially varying soil properties being the Monte Carlo Simulation (MCS) methodology. This method is known to be not suitable for the computation of the small failure probabilities encountered in practice because it becomes very time-expensive in such cases due to the large number of simulations required. In order to overcome the shortcoming related to the excessive number of calls of the deterministic model when performing Monte Carlo simulations, Echard et al. (2011) proposed an Active learning reliability method (called AK-MCS) combining Kriging and Monte Carlo Simulation. The method was shown to be very efficient as the obtained probability of failure is very accurate needing only a small number of calls to the deterministic model. The probabilistic dynamic analyses presented in this paper were performed using AK-MCS methodology by Echard et al. (2011). The failure probability was computed for the point located on the toe of the slope. For a given realization of the random field, failure is considered to be achieved at the toe if the maximal acceleration $A_{\text{max}}$ at this point, as computed by FLAC²D software, exceeds a prescribed threshold value. Some probabilistic results corresponding to different values of the maximum threshold value are presented and discussed.
1 INTRODUCTION

The response of a geotechnical structure subjected to a seismic loading has been extensively investigated in literature using deterministic approaches where average values of the soil properties (shear modulus, angle of internal friction, cohesion, etc.) were used. Notice however that the spatial variability of the soil properties may affect the behavior of geotechnical structures. Consequently, reliable responses of a geotechnical system cannot be predicted using a deterministic approach; a probabilistic technique seems to be necessary.

The probabilistic techniques enable the rigorous propagation of the different uncertainties from the input parameters to the system responses. It should be emphasized here that few authors have worked on the analysis of the seismic responses using probabilistic approaches [1-5]. This is because of the significant computation time required per simulation especially when using finite element/finite difference dynamic models.

In this paper, the effect of the soil spatial variability on the seismic response of a geotechnical structure is investigated. The case of an elastic slope subjected to a seismic loading was considered. The effect of the soil spatial variability on the maximal acceleration at the top and/or at the toe of the slope was considered. The objective is the computation of the probability \( P_f \) of exceeding a tolerable maximum acceleration \( A_{\text{max}} \). The soil shear modulus was considered as a two-dimensional lognormally distributed random field where it is assumed to vary in both vertical and horizontal directions. The deterministic model was based on numerical simulations using the dynamic option of the FLAC2D software. Notice that when dealing with numerical dynamic problems, the deterministic model becomes very time-consuming. For this reason, one needs to keep to a minimum the number of calls to the deterministic model when performing the probabilistic analyses, the probabilistic method generally employed when considering spatially varying soil properties being the Monte Carlo Simulation (MCS) methodology. This method is known to be not suitable for the computation of the small failure probabilities encountered in practice because it becomes very time-expensive in such cases due to the large number of simulations required.

In order to overcome the shortcoming related to the excessive number of calls of the deterministic model when performing Monte Carlo simulations, [6] proposed an Active learning reliability method (called AK-MCS) combining Kriging and Monte Carlo Simulation. The method was shown to be very efficient as the obtained probability of failure is very accurate needing only a small number of calls to the deterministic model. The basic idea of the present approach is to construct a kriging metamodel which is a surrogate (or a substitute) of the real numerical model based only on a few realizations and then, to obtain an estimation of the failure probability and the corresponding coefficient of variation based on this metamodel. The choice of the realizations used in the construction of the metamodel is made in such a manner to focus on the configurations that are close to the limit state surface and that have sufficiently high density of probability so that their contribution on the failure probability is significant. This leads to an accurate value of the failure probability.

The paper is organized as follows: one first presents the deterministic numerical modeling of the dynamic problem and the corresponding results. Then, the probabilistic analyses and the corresponding probabilistic results are presented and discussed. The paper ends by a conclusion of the main findings.

2 DETERMINISTIC ANALYSIS

In this section, the deterministic numerical model is firstly presented. It is followed by the corresponding deterministic results.
2.1 Numerical modeling

The deterministic model is based on numerical simulations using the dynamic option of the finite difference code FLAC2D. The input seismic signal used in this work is the synthetic signal of Nice for which the corresponding accelerogram is presented in Figure 1(a). This signal is used because it is representative of the French design spectrum [7]. It has a maximum acceleration equal to 0.33g. Its corresponding Fourier amplitude spectrum is shown in Figure 1(b).

![Figure 1. (a) Accelerogram of the synthetic signal of Nice and (b) the corresponding Fourier amplitude spectrum](image)

In the finite difference dynamic analysis by FLAC2D, numerical distortions may occur during the propagation of the seismic waves if the elements size of the mesh is not convenient. The size $\Delta l$ of an element of the mesh should respect the following condition [8]:

$$\Delta l \leq \frac{V_s}{10 * f_{\text{max}}}$$  \hspace{1cm} (1)

where $V_s$ is the shear wave velocity, and $f_{\text{max}}$ is the maximum frequency of the incident seismic signal [9]. The shear wave velocity $V_s$ in Equation (1) can be calculated using the values of the soil shear modulus $G$ and the soil density $\rho$ as follows:

$$V_s = \frac{G}{\sqrt{\rho}}$$  \hspace{1cm} (2)

Even though an elasto-plastic model would be more realistic to model the soil behavior especially for the cases of medium and high earthquake ground motions GMs, an elastic model was used in this work. The aim is to investigate the effect of the soil spatial variability using a simple model with a reasonable computation time. Concerning the boundary conditions, FLAC2D offers the option of applying absorbing boundary conditions of type "quiet boundaries" or "free field". These boundary conditions absorb the energy of the wave approaching these limits and thus avoid the reflection of these waves. In this paper, the boundary conditions applied to the vertical boundaries are of type "free field". This type of boundary conditions is suitable for vertical surfaces, the boundary conditions of type "quiet boundaries" being generally convenient in the case of horizontal surfaces. Finally, it should be mentioned that in the natural dynamic systems, the internal friction may lead to partial dissipation of the energy of vibration. The software FLAC2D provides a damping of type "Rayleigh damping"
(among other types of damping) which is based on two parameters (i) the natural frequency of the system and (ii) the damping ratio (defined as a percentage of the critical damping).

2.2 Deterministic results

For the dynamic analyses, the values of the shear modulus, bulk modulus and density of the soil were as follows: \( G = 100 \text{MPa} \), \( K = 250 \text{MPa} \) and \( \rho = 1800 \text{kg/m}^3 \). In order to avoid the numerical distortion that may occur during the propagation of the seismic waves in the model, the elements size must satisfy Equation (1). By using Equation (2), the shear wave velocity was found to be equal to 235.7 m/s. From Figure 1(b), one can see that the maximal frequency \( f_{\text{max}} \) is equal to 40 Hz. Thus, the maximum size of the different elements must be less than or equal to 0.59 m. In the studied model, the size \( \Delta l \) of the different elements was taken equal to 0.5 m. Concerning the boundary conditions, boundary conditions of type "free field" were applied along the vertical boundaries of the model. The lower horizontal boundary was subjected to the seismic load (i.e. the synthetic accelerogram of Nice). Concerning the damping effect, an undamped system was considered to reduce the number of involved parameters. The effect of damping will be the subject of future work.

The slope geometry considered in the analysis is 10 m in height and 45° in inclination angle (see Figure 2). In order to obtain accurate results of the maximum acceleration at the top and at the toe of the slope, one need to position correctly the vertical boundary conditions. For this purpose, the width of the slope \( L \) was initially considered to be equal to 60 m and was successively increased by 20 m (i.e. 10 m from each side) until one obtains convergence of the maximum acceleration for the profile presented in figure 2 in red color. Figure 3 presents the maximum acceleration profiles for \( L = 60 \text{m}, 80 \text{m}, 100 \text{m}, 120 \text{m}, 140 \text{m} \) and 160 m. From this figure, one can deduce that for \( L > 140 \text{m} \), all the presented profiles coincide. For this reason, a width \( L = 140 \text{m} \) was selected for the probabilistic analysis. The corresponding computation time is equal to 50 minutes.

![Figure 2. Slope geometry](image_url)
3 PROBABILISTIC ANALYSIS

The aim of this section is to present the probabilistic dynamic analysis. The impact of the soil spatial variability on the dynamic response was investigated. It should be noted here that the dynamic system response considered in this section involves the maximum acceleration \( A_{\text{max}} \) at the toe of the slope. The objective of the probabilistic analysis is the computation of the probability \( P_f \) of exceeding a tolerable maximum acceleration \( A_{\text{max}} \). The soil shear modulus \( G \) was modeled as a two-dimensional log-normal random field. The EOLE methodology [10] was used to discretize the shear modulus random field (i.e. to obtain realizations of the soil shear modulus that respect the correlation structure of this field). For the two-dimensional random field used in this paper, the shear modulus was allowed to vary in both the horizontal and vertical directions. The deterministic model was based on numerical simulations using the finite difference code FLAC\(^2\)D. As for the probabilistic method used in this paper, the active learning reliability method combining kriging and Monte Carlo Simulation (i.e. AK-MCS) was employed. This method combines both the classical crude Monte Carlo Simulation (MCS) methodology and the Kriging meta-model technique. The performance function used to calculate the probability \( P_f \) of exceeding a tolerable maximum acceleration \( A_{\text{max}} \) was defined as follow:

\[
\Gamma = \frac{A_{\text{max}}}{A_{\text{max}}(\text{toe})} - 1
\]

(3)

where \( A_{\text{max}} \) is a prescribed tolerable maximum acceleration and \( A_{\text{max}}(\text{toe}) \) is the maximum acceleration at the toe of the slope as computed by FLAC\(^2\)D software due to the applied seismic loading.

In this section, the EOLE method of discretization of random fields is firstly presented. It is followed by a brief presentation of the crude Monte Carlo method, the kriging metamodeling technique and the combined use of the kriging and the Monte Carlo Simulation methodology (called AK-MCS) used for the probabilistic analysis.
3.1 Discretization of a non-isotropic log-normal random field

Consider a 2D non-isotropic log-normal random field $Z^{LN}$ described by: (i) a log-normal marginal cumulative distribution function $F_{LN}$, and (ii) a square exponential autocorrelation function $\rho^{LN}_{Z}(x, y), (x', y')$ which gives the values of the correlation between two arbitrary points $(x, y)$ and $(x', y')$. Notice that this function is given as follows:

$$\rho^{LN}_{Z}(x, y), (x', y') = \exp \left( - \left( \frac{x-x'}{a_x} \right)^2 - \left( \frac{y-y'}{a_y} \right)^2 \right)$$  \hspace{1cm} (4)

where $a_x$ and $a_y$ are the autocorrelation distances along $x$ and $y$ respectively. The EOLE method proposed by [10] to discretize a random field is used herein. In this method, one should first define a stochastic grid composed of $s$ grid points (or nodes) and determine the log-normal autocorrelation matrix $\Sigma^{LN}_{x,y}$ which gives the correlation between each grid point of the stochastic mesh and the other grid points of this mesh using Equation (4). The number of grid points within the stochastic mesh is determined in such a manner that in each direction ($x$ or $y$), there are five grid points within each autocorrelation distance. The log-normal autocorrelation matrix $\Sigma^{LN}_{x,y}$ should then be transformed into the Gaussian space using the Nataf transformation [11]. As a result, one obtains a Gaussian autocorrelation matrix $\Sigma^G_{x,y}$ that can be used to discretize the Gaussian random field $Z$ as follows:

$$\tilde{Z}(x, y) \equiv \mu_{lnZ} + \sigma_{lnZ} \sum_{j=1}^{N} \frac{\xi_j}{\lambda_j} \phi_j^T \Sigma_{x,y} \phi_j$$  \hspace{1cm} (5)

where $\mu_{lnZ}$ and $\sigma_{lnZ}$ are the mean and standard deviation values of the underlying normal distribution (i.e. $\ln(Z)$); $(\lambda_j, \phi_j)$ are the eigenvalues and eigenvectors of the Gaussian autocorrelation matrix $\Sigma^G_{x,y}$; $\Sigma_{x,y}$ is the correlation vector between the value of the field at an arbitrary point $(x, y)$ and its values at the different grid points; $\xi_j (j=1, ..., N)$ is a vector of standard normal random variables; and $N$ is the number of terms (expansion order) retained in EOLE method. This number $N$ is obtained (i) by sorting the eigenvalues $\lambda_j (j=1, ..., s)$ in a descending order and (ii) by choosing the number $N$ of eigenmodes that leads to a variance of the error which is smaller than a prescribed tolerance $\varepsilon$ ($\varepsilon \approx 10\%$ in this paper). Notice that the variance of the error for EOLE is given by [10] as follows:

$$\text{Var} \left[ Z(x, y) - \tilde{Z}(x, y) \right] = \sigma^2_{lnZ} \left\{ 1 - \sum_{j=1}^{N} \frac{1}{\lambda_j} \left( \phi_j^T \Sigma_{x,y} \phi_j \right)^2 \right\}$$  \hspace{1cm} (6)

where $Z(x, y)$ and $\tilde{Z}(x, y)$ are respectively the exact and the approximate values of the random field at a given point $(x, y)$ and $(\phi_j)^T$ is the transpose of the eigenvector $\phi_j$. Once the Gaussian random field is obtained, it should be transformed into the log-normal space by exponentiating the approximated Gaussian random field $\tilde{Z}(x, y)$ given by Equation (5). Notice finally that Eq. (5) or rather its equivalence for the log-normal random field will be used in this paper to compute the value of the random field at the center of the different elements of the numerical dynamic model to assign values of $G$ to the different elements of this numerical model.
3.2 Monte Carlo method

The Monte Carlo simulation method consists in generating \( K \) samples which respect the joint probability density function \( f_X(X) \) of the \( M \) random variables \((X_1, \ldots, X_M)\) gathered in a vector \( X \). For each sample, the system response is calculated. Thus, for the \( K \) samples, one obtains \( K \) values of the system response gathered in a vector \( \Gamma = \{\Gamma(X^{(1)}), \ldots, \Gamma(X^{(K)})\} \) which may be used to determine the failure probability for a prescribed threshold of this system response. A very large number of samples (i.e. realizations) is required to obtain a rigorous value of the failure probability especially when computing small failure probabilities. It should be noted herein that the random variables considered in the present paper are the standard normal variables \( \xi_j \) \((j=1, \ldots, N)\) that appear in Eq. (5) for the computation of a given realization of the shear modulus random field.

3.3 Kriging metamodeling technique

The metamodeling technique aims at replacing the response (or the performance function in this paper) of a computationally-expensive mechanical model by a metamodel (i.e. a simple analytical equation). The Kriging metamodeling technique is based on the idea that the performance function \( \Gamma(x) \) is seen as a realization of a stochastic field \( \delta(x) \) [12]. The first step of kriging consists of defining this stochastic field with its parameters according to an Experimental Design (ED) of length \( k \). This stochastic field is given by:

\[
\delta(x) = F(x, \beta) + Z(x)
\]

(7)

Where:

- \( F(x, \beta) \) is the deterministic part which gives an approximation of the mean value of the performance function. It corresponds to a regression model that can be written as:

\[
F(x, \beta) = \sum_{j=1}^{p} \beta_j f_j(x^{(i)})
\]

(8)

Where \( \beta^T = (\beta_j; j = 1, \ldots, p) \) is the vector of coefficients to be determined, \( f^T = (f_j; j = 1, \ldots, p) \) is a collection of regression functions (or regressors) and \( k \) is the number of observations. The number \( p \) of regression functions is assumed to be less than or equal to the number \( k \) of observations so that the problem is not under-determined (i.e. it does not lack equations to compute the unknowns). In this paper, ordinary kriging is selected which means that \( F(x, \beta) \) is a scalar to be determined (i.e. \( F(x, \beta) = \beta \)).

- \( Z(x) \) represents the fluctuation around the mean value. It is given by a Gaussian random process (or a random field) with zero mean and covariance between two points of space \( x \) and \( x' \) defined by:

\[
COV(Z(x), Z(x')) = \sigma^2 \rho_\theta(x, x')
\]

(9)

Where \( \sigma^2 \) is the process variance and \( \rho_\theta \) the correlation function defined by its set of parameters \( \theta \). Several models exist to define the correlation function. However, in this paper, the anisotropic squared-exponential function is selected. It is given by:
\[ \rho_b(x, x') = \prod_{i=1}^{N} \exp\left(-\theta_i (x_i - x'_i)^2\right) \]  

(10)

Where \( N \) is the number of random variables, \( x_i \) and \( x'_i \) are the \( i^{th} \) coordinates of the points \( x \) and \( x' \) and \( \theta_i \) is a scalar which is equal to the inverse of the correlation length in the \( i^{th} \) direction.

As mentioned above, in order to completely define the kriging model, one has to compute the following parameters: \( \beta, \sigma^2 \) and the correlation function parameters \( \theta_i \). Given an initial Experimental Design (ED) with \( k \) samples, \( x = \{x^{(1)}, \ldots, x^{(k)}\} \), for which the response values have been computed and stored in \( \Gamma = \{\Gamma(x^{(1)}), \ldots, \Gamma(x^{(k)})\} \), the scalars \( \beta \) and \( \sigma^2 \) are estimated according to [12] by:

\[ \hat{\beta} = (\Gamma^T \Sigma^{-1}_{\tau, \tau} \Gamma)^{-1} \Gamma^T \Sigma^{-1}_{\tau, \tau} \Gamma \]  

\[ \hat{\sigma}^2 = \frac{1}{k} (\Gamma - \hat{\beta} \mathbf{1})^T \Sigma^{-1}_{\tau, \tau} (\Gamma - \hat{\beta} \mathbf{1}) \]  

(11)

(12)

Where \( \mathbf{1} \) is the vector of length \( k \) filled with 1, \( \Sigma^{-1}_{\tau, \tau} \) is the inverse of the correlation matrix \( \Sigma_{\tau, \tau} \). It should be mentioned that a row \( i \) of the correlation matrix gives the values of the correlation between the value of the response at the sampled point \( \Gamma(x^{(i)}) \) and all the values of the response at the sampled points \( \Gamma = \{\Gamma(x^{(1)}), \ldots, \Gamma(x^{(k)})\} \) as follows:

\[ (\Sigma_{\tau, \tau})_{i,j} = \rho_\theta(x_i, x_j) \quad i = 1, \ldots, k \text{ and } j = 1, \ldots, k \]  

(13)

However, as \( \hat{\beta} \) and \( \hat{\sigma}^2 \) in Eqs. (11) and (12) depend on the correlation parameters \( \theta_i \) through the matrix \( \Sigma_{\tau, \tau} \), it is first required to obtain them using maximum likelihood estimation:

\[ \theta = \arg \min_{\theta} \left( \det \Sigma_{\tau, \tau} \right)^{\frac{1}{2}} \hat{\sigma}^2 \]  

(14)

The next step consists of predicting the response of \( \Gamma(x) \) in a given unknown point \( x \). At such a point, the Best Linear Unbiased Predictor (BLUP) \( \hat{\Gamma}(x) \) of \( \delta(x) \) is computed as [12]:

\[ \hat{\Gamma}(x) = \beta + \sum_{\tau(x), \tau} \Sigma_{\tau, \tau}^{-1} (\Gamma - \hat{\beta} \mathbf{1}) \]  

(15)

Where \( \Sigma_{\tau, \tau} \) is the correlation vector whose elements provide the correlation between the value of the response at the unsampled point \( \Gamma(x) \) and the values of the response at the sampled points gathered in the vector \( \Gamma = \{\Gamma(x^{(1)}), \ldots, \Gamma(x^{(k)})\} \) as follows:

\[ (\Sigma_{\tau(x), \tau})_{i,j} = \rho_\theta(x_i, x_j) \quad i = 1, \ldots, k \]  

(16)

The kriging variance is defined as the minimum of the mean squared error between \( \Gamma(x) \) and \( \hat{\Gamma}(x) \). It can be expressed as the following analytical function:

\[ \sigma^2_{\Gamma}(x) = \sigma^2_{\hat{\Gamma}} \left( 1 + u(x) \right) \left( \Sigma_{\tau, \tau}^{-1} \Sigma_{\tau, \tau} \right) u(x) - \Sigma_{\tau(x), \tau}^{-1} \Sigma_{\tau(x), \tau} \]  

(17)

Where:
\[ u(\mathbf{x}) = \mathbf{1}' \Sigma_{x}^{-1} \sum_{\Gamma(x), \Gamma} - 1 \] (18)

Kriging is an exact interpolation method. The prediction of \( \hat{\Gamma}(x) \) in a point \( x \) of the design of experiments is exact (i.e. \( \hat{\Gamma}(x) = \Gamma(x) \)). Therefore, the kriging variance is null in these points and it becomes important in unexplored areas. These properties are interesting in reliability studies and metamodels as the Kriging variance represents a good index to improve a design of experiments.

### 3.4 AK-MCS methodology

The active learning reliability method called AK-MCS combines both the Kriging metamodeling technique and Monte Carlo Simulation. The iterative procedure suggested by [6] for computing the probability of failure \( P_f \) using this approach can be described as follows:

1. Generate a population \( S \) of \( n_{MC} \) (say 1,000,000) realizations of the spatially varying soil shear modulus using Monte Carlo Simulation. It should be emphasized here that the computation of the performance function for these realizations (as defined in equation 3 based on the computationally-expensive FLAC\textsuperscript{2D} model) is not required at this stage.

2. Randomly select from the \( S \) population a small number of realizations (called initial Design of Experiments DoE) containing \( N_1 \) realizations (say 20). For those \( N_1 \) realizations, one should evaluate the performance function given by equation (3) based on the computationally-expensive FLAC\textsuperscript{2D} model. The required initial DoE may be greater than 20 for a great number of random variables (i.e. for a spatially varying soil property with small values of the autocorrelation distances). This is because for high dimensional problems (i.e. when a large number of random variables is needed to discretize the shear modulus random field), the kriging model needs more points (i.e. realizations) in order to compute correlation parameters \( \theta_i \) given by equation (15).

3. Compute the kriging model according to the small initial DoE containing the \( N_1 \) realizations. This kriging model is given by equation (16). It should be mentioned here that this stage was performed using the Matlab toolbox DACE [7]. In this paper, ordinary kriging model was used (i.e. the regression model is considered to be constant) and a square exponential correlation function was adopted in the analysis.

4. By using DACE toolbox, compute (for the whole population \( S \) containing the \( n_{MC} \) realizations of the random field) both the kriging predictor values \( \hat{\Gamma} \) of the performance function (based on equation 16) and their corresponding kriging variance values \( \sigma^2_i \) (based on equation 18). From the obtained values of the kriging predictors \( \hat{\Gamma} \), obtain an estimation of the probability of failure \( \hat{P}_f \) by counting the number of negative predictors \( N_{f<0} \) and dividing it by the total number of samples in \( S \) as follows:

\[
\hat{P}_f = \frac{N_{f<0}}{n_{MC}} \quad (19)
\]

Also compute the coefficient of variation of \( \hat{P}_f \) as follows:

\[
COV(\hat{P}_f) = \sqrt{\frac{1 - \hat{P}_f}{\hat{P}_f n_{MC}}} \quad (20)
\]

5. Identify the best next realization in \( S \) for which one will compute the performance function using FLAC\textsuperscript{2D}. This is performed by evaluating a learning function \( U \) for each realization in \( S \). The learning function \( U \) is given by:
The best next candidate realization is the one with minimum value of $U$. If this minimum value of $U$ is smaller than 2, the performance function based on FLAC2D is evaluated for the best candidate and the initial DoE is updated. Thus one should go back to step 3 and evaluate a new kriging model based on the updated DoE. Steps 3, 4 and 5 are repeated until the minimum value of $U$ become larger than 2. At this stage the learning stops and the metamodel is considered accurate enough based on the $n_{MC}$ realizations.

6. When the learning stops, one must compute the estimated values of both the probability of failure $\hat{P}_f$ and the coefficient of variation $\hat{C}OV(\hat{P}_f)$. The obtained value of $\hat{P}_f$ is considered to be accurate if $\hat{C}OV(\hat{P}_f) \leq 5\%$. If the estimated coefficient of variation is larger than 5%, one must increase the population $S$ in step 1 and repeat the procedure.

It should be emphasized herein that a small initial DoE is chosen within the present approach (see step 2) in order to keep to a minimum the number of calls to the deterministic model. This initial DoE is successively increased by a single realization at each time (see step 5). The chosen realization is the one that is improving the most the metamodel because equation (22) searches for the realization that has a small kriging predictor (i.e. a realization that is close to the limit state surface) and/or a high kriging variance (i.e. a high uncertainty in the sign of its performance function value). Notice that the realizations with high uncertainties in the sign of their performance function values (positive or negative) are those that are close to the limit state surface. Finally, notice that the stopping criterion $\min(U)>2$ corresponds to a maximal probability of making a mistake on the sign of the performance function of $\Phi(-2)=0.023$. This means that the stopping criterion is relevant making use of the realizations with a small uncertainty in making a mistake in their performance functions’ signs, the probability of making a mistake in the signs of their performance function values being negligible.

3.5 Probabilistic dynamic results

The aim of this section is to present the probabilistic dynamic results of a soil slope exhibiting a spatially varying shear modulus. The objective is the computation of the probability $P_f$ of exceeding a tolerable maximum acceleration $A_{max}$. The shear modulus $G$ was modeled by a random field and it was assumed to follow a log-normal probability density function. The mean value and the coefficient of variation of $G$ were respectively $\mu_G=100\text{MPa}$ and $COV_G=25\%$. A square exponential autocorrelation function was used in this study to represent the correlation structure of the random field. The random field was discretized using EOLE method. Although an isotropic random field is often assumed in literature [13, 14], the vertical autocorrelation length tends to be shorter than the horizontal one due to the geological soil formation process for most natural soil deposits [15]. A common ratio of about 1 to 10 for these autocorrelation lengths can be used [16]. Notice that in this paper, only one configuration of the autocorrelation distances ($a_x=50\text{m}$ and $a_y=5\text{m}$) was considered. An extension to this work may consider other configurations of $a_x$ and $a_y$. The present study was performed in order to explore some interesting features related to the values of $P_f$ for different values of the tolerable maximum acceleration $A_{max}$. 

\[
U(x^{(i)}) = \frac{\Gamma(x^{(i)})}{\sigma_i(x^{(i)})} \quad i = 1, \ldots, n_{MC}
\]
3.6 AK-MCS results for different values of the tolerable acceleration

In this section, the results obtained based on AK-MCS methodology are presented and discussed for the case where $a_x=50\, \text{m}$ and $a_y=5\, \text{m}$. It should be mentioned here that a population $S$ containing a total number of simulations $n_{MC}$ equal to one million was selected. Then, a small initial design of experiment (DoE) of $N_1=20$ realizations among the whole population $S$ was randomly selected. The performance function given by equation (3) was evaluated for this DoE. Thus, the computationally-expensive dynamic model based on finite difference code FLAC$^{2D}$ was only called 20 times before evaluating the kriging model. The Kriging model was thus built based on this DoE. A simple analytical equation is then obtained and the performance function can be evaluated for the whole population $S$ with no time: Both the kriging predictor and the kriging variance for the whole $S$ population were evaluated based on equations (15) and (17) of the kriging model using the DACE Matlab toolbox [17]. The probability of failure $P_f$ and the corresponding coefficient of variation $COV(P_f)$ were computed using equations (19) and (20). Notice finally that several points (realizations) were added based on the evaluation of the learning function $U$ given by equation (21) until reaching convergence.

Table 1 present the evolution of $P_f$ and $COV(P_f)$ as a function of the number of added points (realizations) for four different values of the tolerable maximum acceleration $A_{\text{max}}$ ($A_{\text{max}}=15\, \text{m/s}^2$, 25, 30 and 35m/s$^2$). From this table, one may conclude that for small value of $A_{\text{max}}$ ($A_{\text{max}}=15\, \text{m/s}^2$) one obtains a large value of $P_f$. Figure 4 presents the variation of $P_f$ and $COV(P_f)$ as function of the number of added points using the AK-MCS algorithm. This figure shows that the values of $P_f$ and $COV(P_f)$ stabilized when the algorithm has added 100 extra points to the initial DoE containing 20 points. In the present paper extra points were added to show the efficiently of the algorithm and to demonstrate that no further modifications on the obtained values of $P_f$ and $COV(P_f)$ may occur.

<table>
<thead>
<tr>
<th>$A_{\text{max}}$(m/s$^2$)</th>
<th>$P_f$</th>
<th>$COV(P_f)$ (%)</th>
<th>Number of added points</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>170 x10$^{-3}$</td>
<td>0.21%</td>
<td>248</td>
</tr>
<tr>
<td>25</td>
<td>50 x10$^{-3}$</td>
<td>0.41%</td>
<td>185</td>
</tr>
<tr>
<td>30</td>
<td>12 x10$^{-3}$</td>
<td>0.1%</td>
<td>270</td>
</tr>
<tr>
<td>35</td>
<td>2.5x10$^{-3}$</td>
<td>0.1%</td>
<td>248</td>
</tr>
</tbody>
</table>

Table 1: Variation of $P_f$ and $COV(P_f)$ together with the number of added points for different values of $A_{\text{max}}$.

Figure 4. Variation of $P_f$ and $COV(P_f)$ as function of the number of added points for $A_{\text{max}}=15\, \text{m/s}^2$.
4 CONCLUSION

The probabilistic dynamic analyses presented in this paper were performed using AK-MCS methodology. In a first stage (step 1), a significant number of realizations (about 1 million) of the spatially varying soil medium were generated by MCS using EOLE method. In a second stage (step 2), an initial design of experiments (DoE) based on a random selection of some realizations among the MCS population was determined and employed to compute the Kriging model. In a third stage (steps 3-5), a kriging model is constructed and a learning function $U$ was employed to choose the best next realization to be used for the computation of the system response from the original deterministic model and to update the kriging model with this new response value. Notice that steps 3-5 were repeated several times until reaching the adopted stopping condition. At the end, the surrogate kriging model was considered to be enough accurate for the estimation of the failure probability and the corresponding value of the coefficient of variation, for the prescribed number of simulations (step 6). The probabilistic results have shown that for small value of the tolerable maximum acceleration $A_{\text{max}}$ one obtains a large value of $\hat{P}_f$. One the other hand, one can notice that number of realizations required by the AK-MCS algorithm (to obtain accurate values of $\hat{P}_f$ and $\text{COV}(\hat{P}_f)$) is relatively small. This is very interesting for computationally expensive dynamic problems.
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