DISCONTINUOUS GALERKIN SOLUTION OF THE REYNOLDS-AVERAGED NAVIER–STOKES AND $K_L$-$\tilde{\omega}$ TRANSITION MODEL EQUATIONS
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Abstract. Transition modelling represents a key ingredient to improve the performances of modern turbomachinery, affecting losses and the heat-transfer phenomenon. In this paper the transition model proposed by Walters [3] was considered. It is based on the $k$-$\omega$ formulation with the addition of a third transport equation ($k_L$ equation), which allows predicting the magnitude of low-frequency velocity fluctuations in the pre-transitional boundary layer. The model was implemented into a parallel high-order accurate Discontinuous Galerkin code, named MIGALE, which allows to solve the Reynolds averaged Navier-Stokes (RANS) equations coupled with the $k$-$\tilde{\omega}$ ($\tilde{\omega} = \log(\omega)$) turbulence model. The model was applied to two test cases, namely the flat plate (T3A and T3B configuration) and the T106A turbine cascade. Results obtained with and without transition model were compared with experimental data.
1 INTRODUCTION

In the last decade, Computational Fluid Dynamic (CFD) has become a tool commonly adopted for industrial analysis and design. This wide spread can be partially explained by the development of reliable and robust turbulence models. However, these turbulence models are very well suited for high Reynolds number flows, whereas for low Reynolds numbers flows, where a large part of the boundary layer is laminar or transitional, they can provide wrong results. Therefore, the transition modeling represents a key ingredient to improve the prediction capabilities of standard RANS solvers. Different methods have been proposed in the finite volume context to predict the laminar-turbulent transition [1, 2, 3], but, according to the literature, there was only an attempt to couple a non-local transition model [17] with a high-order method. In this paper the local transition model proposed by Walters [3] was considered. The model is based on the $k-\omega$ formulation with the addition of a third transport equation ($k_L$ equation), which allows predicting the magnitude of low-frequency velocity fluctuations in the pre-transitional boundary layer. The closure of the model is based on a phenomenological (i.e. physics-based) rather than a purely empirical approach. The model was implemented into a parallel high-order accurate Discontinuous Galerkin (DG) code, named MIGALE [4, 5], which allows solving the RANS equations coupled with the $k-\tilde{\omega}$ turbulence model. The objective of this work is to assess the capability of high-order DG methods in accurately computing transitional flows on two benchmark testcases, i.e. the transitional flow around a flat plate (T3A and T3B configurations) and through the T106A turbine cascade, comparing high-order results with available numerical and experimental data.

2 GOVERNING EQUATIONS

The complete set of RANS and $k_L$-$k_T$-$\tilde{\omega}$ model equations can be written as

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_j}(\rho u_j) = 0 , \tag{1}
\]

\[
\frac{\partial}{\partial t}(\rho u_i) + \frac{\partial}{\partial x_j}(\rho u_j u_i) = -\frac{\partial p}{\partial x_i} + \frac{\partial \bar{\tau}_{ji}}{\partial x_j} , \tag{2}
\]

\[
\frac{\partial}{\partial t}(\rho E) + \frac{\partial}{\partial x_j}(\rho u_j H) = \frac{\partial}{\partial x_j} \left[ u_i \bar{\tau}_{ij} - \overline{q_j} \right] - \rho(P_{k_T} - \bar{k_T \tilde{\omega}}) , \tag{3}
\]

\[
\frac{\partial}{\partial t}(\rho k_T) + \frac{\partial}{\partial x_j}(\rho u_j k_T) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\rho \alpha_T}{\sigma_k} \right) \frac{\partial k_T}{\partial x_j} \right] + \rho \left( P_{k_T} + R_{BP} + R_{NAT} - \bar{k_T \tilde{\omega}} - D_T \right) , \tag{4}
\]

\[
\frac{\partial}{\partial t}(\rho k_L) + \frac{\partial}{\partial x_j}(\rho u_j k_L) = \frac{\partial}{\partial x_j} \left[ \mu \frac{\partial k_L}{\partial x_j} \right] + \rho \left( P_{k_L} - R_{BP} - R_{NAT} - D_L \right) , \tag{5}
\]

\[
\frac{\partial}{\partial t}(\rho \tilde{\omega}) + \frac{\partial}{\partial x_j}(\rho u_j \tilde{\omega}) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\rho \alpha_T}{\sigma_\omega} \right) \frac{\partial \tilde{\omega}}{\partial x_j} \right] + \rho \left[ \left( \frac{C_\omega R}{f_W} - 1 \right) \frac{\tilde{\omega}}{k_T} \left( R_{BP} + R_{NAT} \right) + C_\omega \frac{\tilde{\omega}}{k_T} P_{k_T} - f_2 \tilde{\omega}^2 + P_{BL} \right] + \left( \mu + \frac{\rho \alpha_T}{\sigma_\omega} \right) \frac{\partial \tilde{\omega}}{\partial x_k} \frac{\partial \tilde{\omega}}{\partial x_k} , \tag{6}
\]
where \( u_i \) is the absolute velocity.

The total energy, the total enthalpy, the pressure, the turbulent and total stress tensors, the heat flux vector, the eddy viscosity and the limited value of laminar and turbulent kinetic energy are given by

\[
E = \hat{e} + u_k u_k / 2, \tag{7}
\]
\[
H = h + u_k u_k / 2, \tag{8}
\]
\[
p = (\gamma - 1) \rho (E - u_k u_k / 2), \tag{9}
\]
\[
\tau_{ij} = 2 \mu_t \left[ S_{ij} - \frac{1}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right] - \frac{2}{3} \rho k_T \delta_{ij}, \tag{10}
\]
\[
\hat{\tau}_{ij} = 2 \mu_t \left[ S_{ij} - \frac{1}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right] + \tau_{ij}, \tag{11}
\]
\[
\hat{q}_j = - \left( \frac{\mu}{Pr} + \rho \alpha_b \right) \frac{\partial h}{\partial x_j}, \tag{12}
\]
\[
\mu_t = \rho (\nu_{T,s} + \nu_{T,l}), \tag{13}
\]
\[
\bar{k}_T = \max (0, k_T), \quad \bar{k}_L = \max (0, k_L), \tag{14}
\]

where \( \hat{e} \) is the internal energy, \( h \) the enthalpy, \( \gamma \) the ratio of gas specific heats, \( Pr \) the molecular Prandtl number and

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\]

is the mean strain-rate tensor.

The turbulence model was implemented using \( \bar{\omega} = \log(\omega) \) instead of \( \omega \), limiting the values of \( k_T \) and \( k_L \). At solid walls the homogeneous Neumann condition for the specific dissipation rate \( \partial \bar{\omega} / \partial n = 0 \) is prescribed.

Furthermore, due to the no-slip condition, the velocity is set to zero. Since the velocity is equal to zero, the kinetic energy at the wall must also reduce to zero. Therefore, turbulent and laminar kinetic energy are set to zero at the wall.

2.1 TRANSITION MODEL

The transition model considered in this work (see Eqs. 4, 5 and 6) is based on the model proposed by Walters [3]. This model includes several damping functions for the different physical phenomena observed (such as shear sheltering and wall reflection), which require empirically determined constants. However, the amount of empiricism necessary is still significantly less if compared to correlation-based intermittency models.

The various terms in the model equations represent advection, production, destruction and diffusion. The generation of turbulence due to small-scale turbulent fluctuations and the generation of laminar kinetic energy due to large-scale turbulent fluctuations are modelled as

\[
P_{k_T} = \nu_{T,s} S^2, \tag{15}
\]
\[
P_{k_L} = \nu_{T,l} S^2, \tag{16}
\]

where \( S = \sqrt{2S_{ij}S_{ij}} \) is the mean strain-rate magnitude, \( \nu_{T,s} \) and \( \nu_{T,l} \) are the small-scale and large-scale components of the eddy-viscosity, respectively.
The small-scale eddy-viscosity is defined as

\[ \nu_{T,s} = f_\nu f_{INT} C_\mu \sqrt{k_{T,s} \lambda_{eff}}, \]

where \( k_{T,s} \) is the effective small-scale turbulence

\[ k_{T,s} = f_{SS} f_W k_T. \]

The kinematic wall effect is included through an effective wall-limited turbulence length scale

\[ \lambda_{eff} = \min (C_\lambda d, \lambda_T), \]

and damping function

\[ f_W = \left( \frac{\lambda_{eff}}{\lambda_T} \right)^2, \]

where

\[ \lambda_T = \frac{\sqrt{k_T}}{\omega}, \]

and \( d \) denotes the wall distance.

The viscous wall effect is incorporated through a viscous damping function

\[ f_\nu = 1 - \exp \left( -\frac{\sqrt{Re_T}}{A_\nu} \right), \]

where

\[ Re_T = \frac{f_W^2 k_T}{\nu \omega} \]

is the effective turbulence Reynolds number.

The shear-sheltering effect is included through the following damping function:

\[ f_{SS} = \exp \left[ -\left( \frac{C_{SS} \nu \Omega}{k_T} \right)^2 \right], \]

where \( \Omega = \sqrt{2\Omega_{ij} \Omega_{ij}} \) is the vorticity magnitude.

In order to satisfy the realizability constraint suggested by Shih et al. [6], the turbulent viscosity coefficient, \( C_\mu \), takes the form

\[ C_\mu = \frac{1}{A_0 + A_S \left( \frac{\xi}{2} \right)} . \]

Intermittency effects on the production of turbulence are included through the intermittency damping function

\[ f_{INT} = \min \left( \frac{k_T}{C_{INT} k_{TOT}} \right), \]

where \( k_{TOT} = k_T + k_L \) is the total fluctuation kinetic energy.

The production of laminar kinetic energy, \( k_L \), is assumed to be given by large-scale near wall turbulence, based on the correlation of pre-transitional fluctuation growth with free-stream
low-frequency wall-normal turbulent fluctuations [7]. The large-scale turbulence contribution is defined as

$$k_{T,l} = k_T - k_{T,s} ,$$

(22)

whereas the small-scale contribution is defined by Eq. 18. The production term is then given by Eq. 15, where

$$\nu_{T,l} = \min \left\{ f_{\tau,l} C_{\mu} \left( \frac{\Omega^2}{\nu} \right) \sqrt{k_{T,l} \lambda_{eff}} + \beta_{TS} C_{\mu} R e_{\Omega} d^2 \Omega, \frac{k_L + k_{T,l}}{2S} \right\} ,$$

(23)

where

$$R e_{\Omega} = \frac{d^2 \Omega}{\nu} ,$$

$$\beta_{TS} = 1 - \exp \left( -\frac{\max \left( R e_{\Omega} - C_{TS, crit}, 0 \right)^2}{A_{TS}} \right) ,$$

$$f_{\tau,l} = 1 - \exp \left( -C_{\tau,l} \frac{k_{T,l}}{\lambda_{eff} \Omega^2} \right) .$$

The limit is applied to ensure satisfaction of the realizability constraint for the total Reynolds stress contribution. The production term is comprised of two parts: the first addresses the development of Klebanoff modes and the second addresses self-excited (i.e. natural) modes.

The dissipation is divided into an isotropic ($k_T \omega$) and an anisotropic ($D_T$ and $D_L$) part, as in the low-Reynolds Launder-Sharma $k - \epsilon$ model [8], with

$$D_T = \nu \frac{\partial \sqrt{k_T}}{\partial x_i} \frac{\partial \sqrt{k_T}}{\partial x_i} ,$$

(24)

$$D_L = \nu \frac{\partial \sqrt{k_L}}{\partial x_i} \frac{\partial \sqrt{k_L}}{\partial x_i} .$$

(25)

The turbulent transport terms in the $k_T$ and $\omega$ equations include a turbulent effective diffusivity, $\alpha_T$, defined as

$$\alpha_T = f_{\nu} C_{\mu, std} \sqrt{k_{T,s} \lambda_{eff}} .$$

(26)

The boundary layer production term, $P_{BL}$, is added to reproduce properly the behaviour of the boundary layer wake region, and is defined as:

$$P_{BL} = C_{\omega,3} f_{\omega} \alpha_T f_W^2 \sqrt{k_T} \frac{1}{d^3} ,$$

(27)

where

$$f_{\omega} = 1 - \exp \left[ -0.41 \left( \frac{\lambda_{eff}}{\lambda_T} \right)^4 \right]$$

(28)

is the kinematic damping function.

The remaining terms in the transport equations are related to the laminar-turbulent transition mechanism in the model. As mentioned above, transition occurs as a transfer of energy from $k_L$
to $k_T$, with a concurrent reduction in turbulence length scale from the free-stream value to the value found in an equilibrium turbulent boundary layer.

The transport equation for turbulent kinetic energy, $k_T$, and the transport equation for laminar kinetic energy, $k_L$, are linked by the terms $R_{BP}$ and $R_{NAT}$, which represent the break-down process of the pre-transitional fluctuations. Once a certain threshold is reached ($\beta_{BP}$ and $\beta_{NAT}$), these terms become a sink to the $k_L$ transport equation and a source to the $k_T$ equation. $R_{BP}$ and $R_{NAT}$ account for the bypass and natural transition mechanism, respectively, and are defined as:

$$R_{BP} = C_R\beta_{BP}k_L\omega/f_W,$$
$$R_{NAT} = C_R,NAT\beta_{NAT}k_L\Omega,$$

where

$$\beta_{BP} = 1 - \exp\left(-\frac{\phi_{BP}}{A_{BP}}\right),$$
$$\phi_{BP} = \max\left[\left(\frac{k_T}{\nu\Omega} - C_{BP,\text{crit}}\right), 0\right],$$
$$\beta_{NAT} = 1 - \exp\left(-\frac{\phi_{NAT}}{A_{NAT}}\right),$$
$$\phi_{NAT} = \max\left(Re\Omega - \frac{C_{NAT,\text{crit}}f_{NAT,\text{crit}}}{f_{NAT,\text{crit}}}, 0\right),$$
$$f_{NAT,\text{crit}} = 1 - \exp\left(-C_{NC}\frac{\sqrt{k_Ld}}{\nu}\right).$$

Transition in both cases is assumed to initiate when the characteristic time-scale for turbulence production is smaller than the viscous diffusion time-scale of the pre-transitional fluctuations.

The turbulent kinematic viscosity used in the momentum equations is the sum of the small-scale and large-scale contributions defined above

$$\nu_T = \nu_{T,s} + \nu_{T,l}.$$

When including heat transfer effects, the turbulent thermal diffusivity, $\alpha_\theta$, is modelled as

$$\alpha_\theta = f_W\frac{k_T}{k_{TOT}}\frac{\nu_{T,s}}{Pr} + (1 - f_W)C_{\alpha,\theta}\sqrt{k_T}\lambda_{eff}.$$

As regards the dissipation rate transport equation, the first term on the right hand side of Eq. 6 represents an increase in dissipation rate due to turbulence production. The damping function of the third term is of the following form

$$f_2 = C_{\omega 2}f_W^2,$$

while all the other model constants are reported in Tab. 1.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_0)</td>
<td>4.04</td>
</tr>
<tr>
<td>(A_S)</td>
<td>2.12</td>
</tr>
<tr>
<td>(A_V)</td>
<td>6.75</td>
</tr>
<tr>
<td>(A_{BP})</td>
<td>0.6</td>
</tr>
<tr>
<td>(A_{NAT})</td>
<td>200</td>
</tr>
<tr>
<td>(A_{TS})</td>
<td>200</td>
</tr>
<tr>
<td>(C_{BP,\text{crit}})</td>
<td>1.2</td>
</tr>
<tr>
<td>(C_{NC})</td>
<td>0.1</td>
</tr>
<tr>
<td>(C_{NAT,\text{crit}})</td>
<td>1250</td>
</tr>
<tr>
<td>(C_{INT})</td>
<td>0.75</td>
</tr>
<tr>
<td>(C_{TS,\text{crit}})</td>
<td>1000</td>
</tr>
<tr>
<td>(C_{R,NAT})</td>
<td>0.02</td>
</tr>
<tr>
<td>(C_{\Omega 1})</td>
<td>3.4 × 10⁻⁶</td>
</tr>
<tr>
<td>(C_{\Omega 2})</td>
<td>10⁻¹⁰</td>
</tr>
<tr>
<td>(C_{\alpha,\theta})</td>
<td>0.035</td>
</tr>
<tr>
<td>(C_{ss})</td>
<td>1.5</td>
</tr>
<tr>
<td>(C_{\omega 1})</td>
<td>0.44</td>
</tr>
<tr>
<td>(C_{\omega 2})</td>
<td>0.92</td>
</tr>
<tr>
<td>(C_{\omega R})</td>
<td>1.5</td>
</tr>
<tr>
<td>(C_\lambda)</td>
<td>2.495</td>
</tr>
<tr>
<td>(P_T)</td>
<td>0.85</td>
</tr>
<tr>
<td>(\sigma_k)</td>
<td>1</td>
</tr>
<tr>
<td>(\sigma_\omega)</td>
<td>1.17</td>
</tr>
</tbody>
</table>

3 DG SPACE and TIME DISCRETIZATION

The governing equations can be written in compact form as

\[
\frac{\partial \mathbf{q}}{\partial t} + \nabla \cdot \mathbf{F}_c(\mathbf{q}) + \nabla \cdot \mathbf{F}_v(\mathbf{q}, \nabla \mathbf{q}) + s(\mathbf{q}, \nabla \mathbf{q}) = 0,
\]

where \(\mathbf{q} \in \mathbb{R}^m\) denotes the vector of the \(m\) primitive variables, \(s \in \mathbb{R}^m\) the source term, \(d\) the space dimension, \(\mathbf{F}_c, \mathbf{F}_v \in \mathbb{R}^M \otimes \mathbb{R}^N\) the inviscid and viscous flux functions.

A weak formulation of Eq. (39) is obtained multiplying each scalar law by an arbitrary smooth test function \(v_j \in \mathbf{v}, 1 \leq j \leq m\), and integrating by parts:

\[
\int_{\Omega} v_j \frac{\partial q_j}{\partial t} \, dx - \int_{\Omega} \nabla v_j \cdot \mathbf{F}_j(\mathbf{q}, \nabla \mathbf{q}) \, dx \\
+ \int_{\partial \Omega} v_j \mathbf{F}_j(\mathbf{q}, \nabla \mathbf{q}) \cdot \mathbf{n} \, d\sigma + \int_{\Omega} v_j s_j(\mathbf{q}, \nabla \mathbf{q}) \, dx = 0,
\]

where \(\mathbf{F}_j\) is the sum of the inviscid and viscous flux vectors, \(\Omega\) the computational domain, \(\partial \Omega\) the boundary of \(\Omega\), \(\mathbf{n}\) the unit normal vector to the boundary.

Let \(\Omega_h\) be an approximation of the domain \(\Omega \in \mathbb{R}^d\), \(\mathcal{T}_h = \{K\}\) a mesh of \(\Omega_h\), i.e. a collection of “finite elements” \(K\), \(\mathcal{F}_h = \{F\}\) the mesh faces, and let \(\mathbf{V}_h\) denotes a discontinuous finite element space spanned by polynomial functions continuous only inside each element \(K\), i.e.

\[
\mathbf{V}_h \overset{\text{def}}{=} \left[\mathbb{P}^l_d(\mathcal{T}_h)\right]^m,
\]

where

\[
\mathbb{P}^l_d \overset{\text{def}}{=} \{v_h \in L^2(\Omega_h) : v_h|_K \in \mathbb{P}^l_d, \forall K \in \mathcal{T}_h\}
\]

is the space of polynomials of degree at most \(l\) on the element \(K\). Hierarchical and orthogonal shape functions are adopted and are obtained using a modified Gram-Schmidt procedure, assuming as a starting point a set of monomial functions [12]. The solution \(\mathbf{q}\), the test function \(\mathbf{v}\) are replaced with finite element approximations \(q_h\) and \(v_h\), belonging to the space \(\mathbf{V}_h\). The DG
formulation of the problem (40) requires to find \( q_h \in V_h \) such that

\[
\sum_{K \in T_h} \int_K v_{h,j} \frac{\partial q_{h,j}}{\partial t} \, dx - \sum_{K \in T_h} \int_K \nabla_h v_{h,j} \cdot F_j (q_h, \nabla_h q_h + r(\|q_h\|)) \, dx \\
+ \sum_{F \in F_h} \int_{[F]} \left[ v_{h,j} \cdot \tilde{F}_j (q_h^\pm, (\nabla_h q_h + \eta_F r_F(\|q_h\|))^\pm) \right] \, d\sigma \\
+ \sum_{K \in T_h} \int_K v_{h,j} s_j (q_h, \nabla_h q_h + r(\|q_h\|)) \, dx = 0
\]

\( v_h \in V_h, \quad (43) \)

where \( r \) and \( r_F \) are the global and the local lifting operators, \( \eta_F \) a stability parameter, and \( \tilde{f} \) is the sum of the inviscid and the viscous numerical fluxes.

The numerical flux function \( \tilde{f} \), appearing in the boundary integral of Eq. (43), is introduced in order to uniquely define the flux at the elements interfaces, to obtain a consistent and conservative approximation of Eq. (40), and to prescribe the boundary data. The flux \( \tilde{f} \) is the sum of an inviscid, \( \tilde{f}_c \), and a viscous, \( \tilde{f}_v \), part. The former is based on the Godunov flux computed with an exact Riemann solver. For the latter the BR2 scheme, proposed in [11] and theoretically analyzed in [9, 10], is employed.

The DG space discretization of Eq. (43) results in the following system of (nonlinear) ODEs in time

\[
M \frac{dQ}{dt} + R (Q) = 0, \quad (44)
\]

where \( Q \) is the global vector of unknown degrees of freedom, \( M \) is a global block diagonal matrix and \( R (Q) \) is the vector of “residuals”.

In the case of steady state computations the semi-discrete problem in Eq. (44) is discretized in time by means of the classical backward Euler scheme coupled with the pseudo-transient continuation strategy proposed in [14]. The resulting linear system is solved at each time step by means of GMRES algorithm. Linear algebra and parallelization are handled through PETSc library [13].

4 RESULTS

The implementation of the transition model was verified and assessed in the computation of two test cases, representative of the main transition modes: the compressible turbulent flow over a flat plate (T3A and T3B configurations of the ERCOFTAC SIG 10) and through the T106A turbine cascade. The influence of the polynomial degree, and of coarse grids on the solution accuracy were investigated, comparing results with available experimental data. All the computations were run in parallel, initializing the \( P^0 \) solution from the uniform flow at inflow conditions and the higher-order solutions from the lower-order ones.

4.1 Zero-pressure-gradient flat plate

The transition model is first verified and validated on a zero-pressure-gradient flat plate. The T3A and T3B test cases of the ERCOFTAC were used, which are characterized by different values of the velocity and turbulence intensity at the leading edge, as reported in Tab. 2. Inlet turbulent quantities are chosen in order to match the value of \( Tu \) at the plate leading edge and the correct decay of the turbulence kinetic energy along the plate (see Tab. 3).
Table 2: Flow conditions of the T3A and T3B test cases

<table>
<thead>
<tr>
<th></th>
<th>T3A</th>
<th>T3B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream Velocity (m/s)</td>
<td>5.4</td>
<td>9.4</td>
</tr>
<tr>
<td>Leading edge $T_u$ (%)</td>
<td>3.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Pressure Gradient</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3: Inlet turbulent quantities of the T3A and T3B test cases

<table>
<thead>
<tr>
<th></th>
<th>T3A</th>
<th>T3B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{u_1}$</td>
<td>10%, 8.2%</td>
<td></td>
</tr>
<tr>
<td>$(\mu_T/\mu)_1$</td>
<td>0.35</td>
<td>114</td>
</tr>
</tbody>
</table>

In order to verify the implementation of the model, a grid sensitivity analysis was performed for the T3A test case on three meshes with 3600 (coarse), 8800 (medium) and 18000 (fine) quadrilateral elements. The solution approximations were $\mathbb{P}^{1-4}$ for all the grids, while the maximum number of DoF was 54000 for the coarse mesh, 132000 for the medium mesh and 270000 for the fine mesh.

Figures 3a-3c show the skin friction coefficient, $C_f$, distributions on each mesh. In Fig. 3d a comparison of the predicted $C_f$ distribution on the three meshes for the highest polynomial order with available experimental data [15], and with a standard $k-\tilde{\omega}$ model is presented.

For every mesh, increasing the polynomial order of the solution approximation, all the predicted $C_f$ curves are almost overlapped, and, starting from $\mathbb{P}^1$ approximation, the solution is in agreement with experimental data. Notice that the $\mathbb{P}^1$ solution on the coarse mesh corresponds only to 10800 DoF.

Also for the T3B test case, a grid sensitivity analysis was performed, using the same meshes (see Figs. 1 and 2).

Figures 4a-4c show the skin friction coefficient, $C_f$, distributions on each mesh. In Fig. 4d a comparison of the predicted $C_f$ distribution on the three meshes for the highest polynomial order with available experimental data [15], and with a standard $k-\tilde{\omega}$ model is presented. Also in this case the predicted curves are in good agreement with experimental data. The transition onset is slightly moved up, while the end of the transition is captured correctly.

For both test cases, the $C_f$ distributions obtained with the standard $k-\tilde{\omega}$ is also depicted in Figs. 3d and 4d, showing a completely wrong behaviour, i.e. a fast transition at the beginning of the plate.

4.2 MTU T106A

In this section the subsonic turbulent flow through the MTU T106A turbine cascade is considered. This cascade, designed by MTU Aero Engines, has been extensively investigated in experimental and computational studies [19, 18] and is characterized by a complex transitional turbulent flow.

An adiabatic wall boundary condition was imposed on blade surface. At the inflow, the total temperature, total pressure, flow angle $\alpha_1 = 37.7^\circ$, and turbulence intensity $T_{u_1} = 4\%$ were
Figure 1: Flat plate - 3600 (coarse) quadrilateral elements mesh with linear edges for the flat plate test cases.

Figure 2: Flat plate - zoom in on the transition region for the coarse (a), medium (b), and fine (c) meshes.
Figure 3: Flat plate T3A - distribution of the skin friction coefficient for the coarse (a), medium (b), fine (c) meshes, and comparison of the predicted skin friction distributions on the considered meshes for the highest polynomial order ($P^4$) with a fully turbulent solution and experimental data (d).
Figure 4: Flat plate T3B - distribution of the skin friction coefficient for the coarse (a), medium (b), fine (c) meshes, and comparison of the predicted skin friction distributions on the considered meshes for the highest polynomial order ($P_4$) with a fully turbulent solution and experimental data (d).
Figure 5: T106A, $Re_{2, is} = 1.1 \times 10^6$ - $y^+ = 5$ grid (left) and detail of the grid near the trailing edge (right)

prescribed. At the outflow, the static pressure was set, resulting in a downstream isentropic Mach number $M_{2, is} = 0.59$. The Reynolds number based on the downstream isentropic conditions and on the blade chord is $Re_{2, is} = 1.1 \times 10^6$. To assess the predicting capability of the model, the pressure coefficient, $C_p$, and the skin friction, $C_f$, distribution along the blade and the loss coefficient, $\zeta$, were compared with experimental data. The flow field is attached for this flow condition and the prediction capabilities of the natural and bypass transition modes can be investigated.

All computations were performed by using a hybrid grid with a height of the first cell adjacent to the wall $y^+ = 5$ and 5743 quadratic elements. The grids employed for the simulations were generated with a 2D high-order version of a fully automated in-house hybrid mesh generator based on the advancing-Delaunay strategy [16]. The full grid and a detail of the trailing edge region can be seen in Fig. 5.

Figure 6: T106A, $Re_{2, is} = 1.1 \times 10^6$ - Mach number contours, $y^+ = 5$ grid, $P^4$ approximation

Fig. 6 (left) shows the computed $P^4$ Mach number contours on the $y^+ = 5$ mesh, while in Fig. 6 (right) the streamlines in the transition region confirms the absence of the flow separation.

Figure 7 shows the $C_p$ distribution along the blade for $P^{1 \rightarrow 4}$ approximation. Starting from $P^2$ approximation, the curves on pressure and suction sides are in good agreement with the
Fig. 7: T106A, $Re_{2,ls} = 1.1 \times 10^6$ - distribution of the pressure coefficient along the blade (left), and zoom in on the transition region (right), $y^+ = 5$ grid, $P^{1\rightarrow 4}$ approximations

Fig. 8: T106A, $Re_{2,ls} = 1.1 \times 10^6$ - distribution of the skin friction coefficient along the blade (left), and zoom in on the transition region (right), $y^+ = 5$ grid, $P^{1\rightarrow 4}$ approximations

Figure 7: T106A, $Re_{2,ls} = 1.1 \times 10^6$ - distribution of the pressure coefficient along the blade (left), and zoom in on the transition region (right), $y^+ = 5$ grid, $P^{1\rightarrow 4}$ approximations

Figure 8: T106A, $Re_{2,ls} = 1.1 \times 10^6$ - distribution of the skin friction coefficient along the blade (left), and zoom in on the transition region (right), $y^+ = 5$ grid, $P^{1\rightarrow 4}$ approximations

experimental data.

Fig. 8 shows the $C_f$ distribution along the blade for all the polynomial approximations on the $y^+ = 5$ grid. The transition location moves slightly downstream, increasing the polynomial degree of the approximation. The $P^1$ curve has rather large oscillations, which suggest that the spatial approximation need to be increased. Starting from $P^2$ approximation, the transition location is predicted at approximately 65% of the chord, where a sudden increase of the $C_f$ value can be observed.

Finally, in Tab. 4 the loss coefficient, $\zeta$, is reported for each polynomial degree. As expected, it was overestimated by the low-order approximation, while the transition model allowed to predict almost the correct value starting from the $P^2$ approximation.

5 CONCLUSIONS

The parallel implementation of a local transition model based on the laminar kinetic energy concept into a high-order accurate DG code was presented. The model was validated on the flat plate test case (T3A and T3B configurations) and we assessed the capability of the model to
compute complex transitional turbomachinery flows (MTU T106A turbine cascade). The beneficial effect of the transition model on the solution accuracy was demonstrated by comparing numerical results for increasing order of accuracy with fully turbulent solution and the available experimental data. Ongoing work is devoted to improve prediction capabilities of the transition model, considering also the laminar separation mode.
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