FINITE ELEMENT SIMULATION OF CRACK PROPAGATION AND DELAMINATION IN LAYERED SHELLS DUE TO BLADE CUTTING
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Abstract. This work is focused on some computational issues concerning the simulation of blade cutting of thin walled structures. In comparison to plain crack propagation problems, the presence of the blade brings in additional complexity, mainly due to the interaction between the blade and the material in the crack process zone. The blade sharpness introduces in the problem an extremely small geometrical scale (orders of magnitude smaller than a typical element in-plane size) that is here resolved using the so called directional cohesive elements, recently proposed in [6, 12]. A special feature of this type of problems is that the crack path is driven by the blade trajectory, which is prescribed and hence known in advance. Crack propagation is therefore modeled by adjusting the mesh in such a way that shell element edges are disposed along the expected main crack path and then by interposing directional cohesive elements between the sides of separating elements. The transition from a continuous mesh to a mesh containing a crack with a cohesive interface is well known to be critical for the solution accuracy. Nodal equilibrium is in general violated during the transition, with subsequent generation of spurious stress oscillations that, in view of the non-reversible nature of the problem, can lead to significant deviations in the stress response. This aspect is investigated in this contribution. The effect of the number of introduced directional cohesive elements per opening face is critically assessed and a simple correction, based on an automatic adaptation of the cohesive model, is proposed. Numerical tests taken from the literature are used to validate the proposed approach.
1 INTRODUCTION

For the cutting simulation of thin shells, standard cohesive elements are not well suited to correctly address the interaction of the cohesive zone with a sharp blade. When a cutting tool interacts with a shell structure made of a ductile material, the blade curvature radius (sometimes of the order of micrometers) turns out to be far smaller than the typical size of a computationally acceptable in-plane discretization of the process zone, so that the interaction cannot be properly resolved. The blade can interfere with the correct transmission of the cohesive forces, leading to severe underestimation of the dissipated energy. A possible remedy to this inconvenience has been proposed in [6, 12], with the introduction of the so-called directional cohesive elements (DCEs). When a crack propagation criterion is met at a node, the node is duplicated and cohesive string elements are attached to the opening faces. The main feature of these string elements is that they are able to detect contact with the cutting blade. Upon contact, the string element interacts with the cutting blade and deforms, transmitting cohesive forces to the two crack flanks in the correct directions. The correct amount of cohesive energy is therefore dissipated through the string elongation (see Figure 1).

Despite the improved energy balance in the presence of a cutting blade, the issue of the accuracy of the cohesive zone discretization remains open. Another important issue arising during crack propagation is the oscillation in the stress field generated by the sudden release of a node at the crack tip. The node separation with the simultaneous introduction of the directional cohesive elements may generate a propagating shock, with severe stress oscillations. In the exact instant of the (directional or classical) cohesive element insertion, the nodal force balance is not automatically assured, because of the configuration change due to the appearing of new surfaces where cohesive forces have to be applied. These problems, which are present also with standard cohesive elements, are well known and have been discussed extensively in the literature on finite element cohesive models. Shellekens and De Borst [14] interpreted the oscillations as due to the combination of high tractions gradients and of the chosen integration scheme: in their examples, Gaussian integration (GI) for linear plane interface elements resulted in non-zero energy modes with coupling between degrees of freedom of individual node sets.
They found that the Newton-Cotes integration (NCI) rule performed better even for quadratic cohesive elements and ascribed the responsibility to the integration point located at the face centroid. Alfano and Crisfield [1], however, showed that a higher order of the numerical integration is not sufficient to allow for a coarser mesh discretization neither guarantee the robustness of the solution algorithm which, conversely, could be negatively affected.

Recently, Gillormini and Diani [8] discussed the effect of the numerical integration rule in case of finite strain. While finite strain formulations for cohesive elements have been widely used (see e.g. [11, 7]), these authors point out the influence of the choice of the reference configuration (original or current) where the numerical integration is carried out, and the consequence of neglecting the local basis mobility in the finite element formulation. The latter choice, in particular, leads to completely neglect a term in the traction-separation law: this is legitimate only in small deformations or whether tractions and displacements are collinear, such as in the present work. Their numerical peeling experiment shows no sensible differences between NCI and GI rules in nonlinear regimes, while a less precise result has been observed for NCI in the elastic part of the cohesive law.

The possibility to exploit numerical integration to improve the cohesive element computational efficiency has been investigated by Yang et al. [18], who introduced a cohesive element featuring a multiple subdomain integration: the numerical integration for each cohesive finite element is subdivided in zones whose dimensions are smaller than the cohesive zone size and inside which GI or NCI schemes are carried out. This approach makes it possible to increase the mesh size from a fraction (typically $\frac{1}{3} \div \frac{1}{5}$) of the cohesive zone to a size comparable and even slightly larger of the cohesive zone. Moreover, the modifications in a standard finite element implementation are quite limited, see [13]. In addition, it has been shown that it is possible to move the evolving crack front within a partially failed cohesive element if an improved stress integration scheme (GI or NCI) is implemented. Roughly speaking, the integration points are in this case moved ahead of the crack tip position, and the integrals for the cohesive model are then calculated on the uncracked domain restriction of the finite element traversed by the crack front. Even in this case, the outcome is the relaxation of the restraint on the minimum mesh size with respect to the cohesive zone.

To mitigate the oscillations due to unbalanced nodal forces upon the insertion of a new cohesive segment, Menouillard and Belytschko [10], for extended finite elements (XFEM), proposed to add artificial correction nodal forces. In their correction method, to reduce the jump due to the additionally injected enriched dofs, fictitious forces are added to the interested nodes to re-establish equilibrium. These forces are then scaled down when the crack tip reaches the next element edge in the propagation path.

It is well known that in finite element cohesive propagation, the cohesive energy is the critical parameter to be respected in the modeling of the cohesive properties, whereas the cohesive strength, the limit opening and the exact shape of the cohesive traction-separation law have a far smaller impact on accuracy. The adaptive definition of these latter parameters has also been proposed as a technique to improve accuracy in the presence of coarse finite element discretizations of the process zone [17, 16]. In view of these considerations, a correction similar to the one proposed in [9, 10] is considered in this work. The required correction force is calculated at the node in correspondence of the newly separating element crack tip, so as to compensate the missing force contribution coming from the adjacent element before separation. The additional contribution is however provided by a modification of the maximum traction and limit opening in the cohesive law, while preserving the cohesive energy.

The correction has been implemented in an explicit dynamics solid-shell finite element code.
together with the DCE technique. The effect on accuracy of the number of introduced string elements and of the proposed correction is investigated by application to test cases taken from the literature. In the next section 2 the basics of the DCEs, the rules for the numerical integration leading to the cohesive forces for multiple cables, and the adopted correction scheme are briefly summarized, while in section 3 we exemplify through simple cases the effects of our choices. Our conclusions are drawn in section 4. In all the paper, bold characters are reserved for vectors or matrices.

2 FORMULATION

Let us consider a continuum with the thickness smaller than the other dimensions. The body occupies a volume $\Omega_0$ in a reference configuration $B_0$; its boundary is called $\partial \Omega_0$. The map of the deformation consequent to a change of configuration is $\chi(X, t)$, $t \in [0, T]$; $X$ being the original coordinates of a generic point in $\Omega_0$, and $T$ the time duration of the process. After the change, the body occupies the volume $\Omega$ in the current deformed configuration $B$. A cohesive crack through the thickness is described via the original interface $\Gamma_0$, which evolves into $\Gamma$ because of the configuration change. Across the surface $\Gamma$, displacement discontinuities are defined as $\delta = x^+ - x^-$, being $x^+$ and $x^-$ the current coordinates of the material points belonging to the flank surface originally linked and then separating into $\Gamma^+$ and $\Gamma^-$. A variational balance in dynamics, neglecting damping, accounting for the change in kinetic, internal energy and external work is written as:

$$\delta \Pi^e_{\text{kin}} + \delta \Pi^e_{\text{int}} - \delta \Pi^e_{\text{ext}} = \left[ \int_{\Omega} \rho \ddot{u} \cdot \delta u \, d\Omega \right] + \left[ \int_{\Omega} S : \delta \mathcal{E} \, d\Omega_0 - \int_{\Gamma} T \cdot \delta \mathbf{d} \, d\Gamma \right] - \delta \Pi^e_{\text{ext}} = 0 \quad (1)$$

where $F$ is the deformation gradient, $\mathcal{E}$ is the Green-Lagrange strain tensor, $S$ is the second Piola-Kirchhoff stress tensor, $\rho$ is the material mass density, $u$ are the displacements, $\ddot{u}$ the accelerations, $T = \sigma m$ is the Cauchy traction vector on the interface ($\sigma$ is the Cauchy stress tensor and $m$ is the normal to the flank surface).

A solid-shell finite element discretization is adopted, by using the element proposed in [15] and successive modifications (in particular we use the selective mass scaling described in [3] and [4]). In the paper we assume the following numbering for the reference element: since the thickness is small, it is always possible to identify nodes 1-4 for the lower surface, and nodes 5-8 for the upper surface. By gathering the nodal coordinates in two vectors $X_{1-4}$ and $X_{5-8}$, it is possible to define as a corner fiber the segment connecting two corresponding nodes (one at the lower and one at the upper surface), henceforth coinciding with the element smaller edges. Fiber mid-points are therefore defined as:

$$X^m = \frac{X_{1-4} + X_{5-8}}{2} \quad (2)$$

The DCE approach is based on the introduction, when a fracture criterion is satisfied at a solid-shell finite element node, of a “cable” element either between two separating nodes (one of which is a duplicate of the original) or in correspondence of integration points along each one of the two crack flank middle surfaces (see figure ). The DCE, or “cable”, element can interact with a blade, and transfer the contact forces to the opening faces in the correct direction, as shown in figure 1.
2.1 Cohesive force calculation

The contribution to the internal energy of the cohesive forces acting on a separating element can be expressed in terms of the nodal displacement jumps as

$$\delta W_{coh, int}^e = \int_{-\frac{1}{2}}^{+\frac{1}{2}} \int_{-\frac{1}{2}}^{+\frac{1}{2}} T \cdot \delta \left[ \sum_{a=1}^{4} N_a(\theta, \zeta) \delta a \right]^{e} J_{\Gamma} \ d\theta \ d\zeta \ (3)$$

where $T$ is the traction vector obtained from the cohesive law, $J_{\Gamma}$ is the Jacobian determinant of the area transformation between the original and master reference system on the crack surface, $\theta$ and $\zeta$ are the intrinsic coordinates in the master reference system, along the crack direction and along the thickness direction, respectively. Therefore, $N_a(\theta, \zeta)$ represents the shape function of node $a$ restricted to the element face corresponding to the crack surface.

Cohesive forces are transmitted to the element side through a discrete number $N$ of DCEs, introduced in correspondence of the adopted integration points. Only one integration point at $\zeta = 0$ is assumed (i.e. in correspondence of the middle surface in the thickness direction) in view of the assumed small thickness, while along $\theta$ different choices are considered, as summarized in table 1. The implementation used in [6, 12] connects the DCEs to the fiber nodes at the crack flanks. This can be interpreted as adopting a NCI with a trapezoidal rule. In contrast, in this paper several alternatives for GI are explored. The contribution of the cracked element side to the cohesive internal work can be henceforth written as (without summation on repeated indices):

$$\delta W_{coh, int}^e = \sum_{a=1}^{4} f_a^e \cdot \delta \delta a^e = \sum_{a=1}^{4} \sum_{k=1}^{N} w_k T_k^e N_a(\theta_k, \zeta = 0) \cdot \delta \delta a^e \ (4)$$

where $f_a^e = \sum_{k=1}^{N} w_k T_k^e N_{ak}$ are the equivalent cohesive forces at each node of the opening face, $T_k$ is the cohesive traction transmitted by the cable at the $k$-th integration point, $w_k$ is the integration weight, $N_a(\theta_k, \zeta = 0)$ is the shape function of node $a$ evaluated at the same position and $\delta \delta a$ is the virtual displacement jump at node $a$. 
Table 1: Gaussian or Newton-Cotes integration rules considered in the paper. \( N \) is the number of integration points; \( \theta_k, k = 1, N \) are the master reference system element coordinates along the crack flank direction \((-1 < \theta < +1)\); \( w_k \) are the ordered weights used for the numerical integration.

<table>
<thead>
<tr>
<th>Integration rule</th>
<th>( N )</th>
<th>( \theta_k )</th>
<th>( w_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCI 2</td>
<td>2</td>
<td>±1</td>
<td>1,1</td>
</tr>
<tr>
<td>GI1 1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>GI2 2</td>
<td>2</td>
<td>±0.577350269</td>
<td>1,1</td>
</tr>
<tr>
<td>GI3 3</td>
<td>3</td>
<td>±0.774596669,0</td>
<td>5/9, 8/9, 5/9</td>
</tr>
<tr>
<td>GI4 4</td>
<td>4</td>
<td>±0.861136311594053, ( w_a, w_b, w_c, w_d, w_e )</td>
<td>( w_a = 0.347854845137454, ) ( w_b = 0.652145154862546 )</td>
</tr>
<tr>
<td>GI5 5</td>
<td>5</td>
<td>±0.906179845938664, ( w_a = 0.347854845137454, ) ( w_b = 0.652145154862546 )</td>
<td></td>
</tr>
</tbody>
</table>

The equivalent cohesive forces are then assembled together with the contributions of all the elements sharing the same node

\[
f_a = A f_a^e = A \sum_{k=1}^{N} w_k J_{\Gamma_k} T_{\Gamma_k} N_a(\theta_k, \zeta = 0) \tag{5}
\]

being \( A \) the assembly operator.

To guarantee force balance at the node at the time of node duplication, this force should be exactly equal to the force transmitted to node \( a \) by the element on the other side of the crack, before node duplication and separation. At the insertion of the DCE, the nodes of the opening flanks are duplicated but they are still geometrically coincident. In the original implementation of the directional cohesive elements [12], the cohesive strength was initialized to match the component of the Cauchy stress normal to the crack flank at the integration point, consistent with the assumed mode I dominated opening. However, this procedure in general does not respect the force balance at the node. The sudden release of the unbalanced internal nodal forces upon node separation leads to oscillations in the stress field. A correction procedure in a single explicit dynamic time step has been envisaged as follows.

When the fracture activation criterion is met at a node, the opening face is identified as the one normal is closest to the direction of maximum principal stress. The node itself and the face are then duplicated and the topology of the elements belonging to the node support is updated. A prescribed number of directional cohesive elements is introduced between the two opening faces, depending on the chosen integration scheme. As already noticed in [9] and in [10], the duplication of a node causes a spurious stress oscillation due to the element-wise description of the crack propagation and to the release of internal nodal forces, which is only partially balanced by the cohesive force transmitted by the cable elements. In the framework of the XFEM method, to avoid this unphysical effect Menouillard and Belytschko [9, 10] proposed to introduce a fictitious nodal correction force exactly equal to the unbalanced part and linearly decaying in time.

The proposal in this work is to recompute the maximum tensile stress of the newly added directional cohesive elements, such that the equilibrium is restored at the time \( t_{nd} \) of node duplication. Modifying this parameter has been shown [1, 17, 16] to not significantly alter the
overall mechanical response, since the dissipative process is mainly governed by the fracture energy. At time \( t_{nd} \), the initial cable lengths are zero and the directional cohesive elements are assumed to transmit a cohesive traction directed as the normal \( \mathbf{m}_k \) to the opening element side at the \( k \)-th integration point and of magnitude \( T_{0k} \), being \( T_{0k} \) the maximum tensile stress at point \( k \) (figure 3). Since at \( t_{nd} \) the two duplicated nodes have the same velocity and acceleration, there are no jumps in the inertia and viscous forces. As a consequence, the equilibrium of node \( a \) writes:

\[
f_a = \mathcal{A} \sum_{k=1}^{N} w_k J_k T_{0k} N_{a_k} = \left( F_{a}^{\text{int}} - F_{a}^{\text{cohes}} \right) \cdot \mathbf{m}
\]

(6)

where \( F_{a}^{\text{int}} \) and \( F_{a}^{\text{cohes}} \) represent the internal nodal force and the cohesive force due to previously existent cables, computed after node duplication.

The cohesive forces are normal to the flank surfaces at the beginning; however, when the flanks start separating, then the cable tilts and shear forces are transmitted together with the normal ones. Moreover, the way the cohesive forces are transmitted to the crack flanks depends on whether the blade is interacting or not with the DCE. When the generic cable interacts with the blade through contact, the “directional” concept for the force calculation is triggered (see figure 1): if \( x^+_c \) is the position of the contact point, \( \square^+ \) and \( \square^- \) indicate quantities at each (middle plane) flank surface, then the effective crack opening at \( k \) is computed as

\[
\ell_k = \left\| x^+_c - x^+_k \right\| + \left\| x^-_c - x^-_k \right\| = \ell^+_k + \ell^-_k.
\]

(7)

The directions of the cohesive tractions transmitted by the cable element are aligned with the lines joining the contact points \( x_C \) to the positions of the integration points on the flank surface, namely:

\[
T^+_k = T_k \mathbf{m}^+_k \quad T^-_k = T_k \mathbf{m}^-_k
\]

(8)

where \( T_k \) is the modulus of the cohesive traction computed through the cohesive law from the effective jump \( \ell_k \) and

\[
\mathbf{m}^+_k = \frac{x^+_k - x^+_c}{\left\| x^+_k - x^+_c \right\|} \quad \mathbf{m}^-_k = \frac{x^-_k - x^-_c}{\left\| x^-_k - x^-_c \right\|}.
\]

(9)

In these expressions, it is assumed that all the positions \( x_k \) are given, since they derive from the integration of the equations of motion.

In the absence of contact with a blade, the cohesive traction is simply:

\[
T_k = T^+_k = -T^-_k = -\frac{\left\| T_k \right\|}{\left\| \delta_k \right\|} \delta_k.
\]

(10)

A linear softening law, as depicted in figure 3, rules the magnitude of the cohesive force transmitted by the string element at the two opening faces as a function of the cable length. The area beneath the curve represents the fracture energy \( G_c = \frac{1}{2} T_0 \ell_c \), being \( \ell_c \) the critical length corresponding to the complete decohesion of the two flanks and \( T_0 \) being determined from (6).

3 NUMERICAL EXAMPLES

3.1 Three point bending specimen

Let us consider a three point bending specimen [5, 2], whose dimensions are shown in figure 4. Several discretizations based on solid-shell elements, with out-of-plane thickness \( B = 5 \)
mm, are explored, each one identified by a vertical dimension of the finite element in the set $h_e = \{7.5, 10, 15, 25, 30\}$ mm constant along the beam height (in figure 4 the case $h_e = 30$ mm is depicted); the finite element width is instead always fixed to 10 mm. The material properties are taken from [5] and are the following: Young’s modulus $E = 36,500$ MPa, Poisson’s ratio $\nu = 0.1$, cohesive strength $T_0 = 3.19$ MPa and mode I fracture energy $G_c = 0.05$ N/mm. With these parameters the characteristic length of the cohesive process zone is $\ell_{pz} = E G_c / T_0^2 = 179$ mm, therefore larger than the beam height. Consequently, every case discussed in this section largely satisfies the condition on the minimum number of integration points in the cohesive process zone, e.g. a minimum of 3-5 linear finite elements. The analyses are carried out using an explicit dynamics approach in displacement control, with the top middle point of the beam moving downwards with a constant velocity of 2 mm/s. A Rayleigh damping has been added to limit the oscillations due to inertial effects in the bulk material and to mimic a quasi-static response.

![Figure 3: linear softening law adopted for the DCE.](image)

To evaluate the influence of the mesh size, the results are shown in figure 5 in terms of dimensionless load-displacement curves and accelerations vs the dimensionless vertical, imposed
displacement. In these examples, only one cable is inserted between the opening faces. It can be seen that in all the cases a sudden decrease of the load corresponds to the snap-back experimental behaviour. The mesh sizes $h_e = 25, 30 \text{ mm}$ show a pathological behaviour in the post-peak regime, partially explained by the damping factor adopted. The accelerations reported in the graph at the bottom in figure 5, are strongly influenced by the discretizations in space and time. However, the steep peaks registered have different interpretation: before the maximum load value they indicate the opening of the first crack faces and cable insertion during loading; then there are acceleration peaks, despite damping, in correspondence of the large load drop because of the structural snap-back, whose disturbance decreases in a not negligible time interval; in the final, descending part of the curves, the accelerations of the node at the crack mouth are related, instead, to the opening of the elements along the ligament, before the crack reaches the last element at the specimen top (in the model, this element, where the displacement is imposed, cannot be broken). When a DCE reaches its maximum elongation $\ell_c$ and disappears, there are no appreciable disturbances, since the exchanged cohesive forces in that case are already almost zero.

![Graph](image)

Figure 5: three point bending specimen. Comparison in terms of load displacement response and acceleration at the crack mouth between different meshes (one cable per element case).

To evaluate the influence of the number of the DCEs inserted for each solid-shell element opening face, we present in figure 6 the cases $h_e = 15, 30 \text{ mm}$. Since the test is carried out with displacement control, the sudden load drop can be well reproduced even with the coarse discretization if two cables per opening face are inserted. While not reported here, the addition of more cables does not improve the response, since the element size is sufficiently smaller than the cohesive length as in this case. Since the opening face can change its configuration...
according to the displacements at its nodes and the cables are inserted at the face middle plane, the crack opening profile is linear and the transmitted cohesive traction is already accurately described by two cables.

![Figure 6: Three point bending specimen. Comparison of load displacement curves for different number of cables, $h_e = 15$ mm.](image1)

All the previous results have been obtained using the correction approach defined in (6). To point out its role, in figure 7 we compare the outcomes with and without correction for the case $h_e = 15$ mm. It can be noticed that the introduction of the correction procedure allows to obtain a smooth response, avoiding the unphysical jumps that can be observed in the curve without correction. The entity of the correction is slightly different for each DCE along the crack propagation direction: the maximum correction value for $T_0$ is an increasing of about 40% for the one cable case; the entity of the correction, however, is smaller when the number of the cables is increased.

![Figure 7: Three point bending specimen. Comparison of load displacement curves for different number of cables, $h_e = 15$ mm.](image2)
3.2 Coarse regular mesh with a rectilinear crack

In this section we adapt the example from [10], where brittle fracture was considered (no cohesion), to the present DCE approach with solid-shell elements in explicit dynamics, with the proposed correction of the cohesive strength, according to equation (6). A rectilinear crack is propagated in a coarse and regular mesh with an imposed advancing crack tip velocity of 1 m/s (figure 8a). The bottom nodes of the model are restrained, while at the top edge a constant stress $\sigma = 10$ kPa is imposed. Dimensions are the following: length of the specimen $L = 0.2$ m, width $H = 0.1$ m, initial crack length $a_i = 0.04$ m. The material properties for the bulk are linear elastic, with Young’s modulus $E = 1$ MPa, Poisson’s ratio $\nu = 0.3$, and mass density $\rho = 1$ kg/m$^3$. The cohesive strength is $T_0 = 10$ kPa, and $G_c = 0.05$ N/mm. The damping parameter is set to 2%.

![Figure 8: rectilinear crack propagation. (a) geometry, load and boundary conditions and (b) deformed shape.](image)

Spurious oscillations at the top left corner node, induced by the sudden insertion of the cohesive elements at the nodes of the element near the crack tip, are monitored. In figure 9a the displacement vs time response appears smoothed when the correction is activated; it is instead strongly discontinuous without correction. The effect of the correction becomes more evident as the time increases, i.e. when the crack is far from the top left vertex node during the propagation. It should be emphasized the different response is obtained using in the two analyses cohesive models with the same fracture energy. The only difference is the initial value of the traction $T_0$ that in the case without correction is taken equal to the normal component of Cauchy stress at the time $t_{nd}$ of node duplication, while in the case of the correction is determined according to (6). In figure 9b the velocity at the same point is depicted: the correction decreases the peaks also in this case. It is worthwhile to emphasize that, without correction, the induced velocities appear completely not physical; when we include the correction, the values turn out to be much smaller and acceptable.

4 CONCLUSIONS

In this paper some progresses on the development of the directional cohesive finite element approach have been presented, including: i) the possibility to increase the number of inserted cables for each opening face of solid-shell finite elements, and ii) corrected definition of maximum cohesive tractions based on nodal equilibrium to avoid the spurious oscillations in the local stress field arising from the insertion of cohesive finite elements at the crack tip. These numerical improvements can be helpful during the simulation of sharp blades cutting through
layered shells, where the cohesive zone length is of the order of the curvature radius of the cutting blade. We showed, through numerical examples taken from the literature, how different choices influence the numerical results; in particular, the beneficial role of corrected nodal cohesive forces to smooth numerical oscillations at the insertion of cohesive elements in explicit dynamics problems is emphasized.
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