A MESHLESS METHOD FOR SIMULATION OF PARTICLE-DRIVEN GRAVITY CURRENTS WITH OBSTACLES
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\textbf{Abstract.} A meshless local boundary integral equation method (LBIEM) is used to analyse gravity currents flow in two-dimensional domains. The method solves the incompressible Navier–Stokes equations with a transport equation for the particle concentration. The characteristic-based split scheme is used to solve the governing equations. The LBIEM basic equations are derived via interpolation using radial basis functions. Numerical test cases of the lock-exchange channel flow with obstacles in its bed are presented here.
1 INTRODUCTION

Gravity currents increase when a heavier fluid propagates into a lighter one. This phenomenon is frequently encountered in environment applications and geohazards (like solifluction, debris flow or turbidity currents). Particle-driven gravity currents create a special group of these flows when the difference in density is caused by the concentration of suspended particles. The particles may settle or become resuspended. For this reason these currents are known as non-conservative gravity currents [1]. Moreover, particles do not exactly follow the fluid flow. When the size of particles is small the velocity of particles can be expressed as a sum of the fluid velocity and a constant settling velocity [2].

2 GOVERNING EQUATIONS

The motion of the fluid phase is governed by the Navier-Stokes equations which can be written in its primitive variables as

$$\frac{\partial u_i}{\partial x_i} = 0 \quad (1)$$

$$\frac{\partial u_i}{\partial t} + \frac{\partial}{\partial x_j} (u_j u_i) = \nu \frac{\partial^2 u_i}{\partial x_j \partial x_j} - \frac{1}{\rho} \frac{\partial p}{\partial x_i} - \frac{C}{\rho} F_i$$

where $u_i$ is the fluid velocity vector component, $p$ is the pressure, $\nu$ is the kinematic viscosity, $\rho$ is the density of a liquid, $C$ is the particle-number density (i.e. the concentration), and $F_i$ represents Stoke’s drag which is the dominant flow force on an individual particle in direction $i$ [3]. The particle field can be treated in an Eulerian manner (see [3]) and is governed by the following advection-diffusion equation

$$\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x_j \partial x_j} - \frac{\partial}{\partial x_i} (u_{pi} C) \quad (2)$$

where $D$ is the coefficient of diffusion and $u_{pi}$ is the particle velocity in the direction $i$. The particle velocity can be considered with some simplification as (see also [4])

$$u_{pi} \approx u_i + u_{si} \quad (3)$$

where $u_i$ is the $i$-th component of the fluid velocity, $u_{si}$ is the $i$-th component of the settling velocity of particles. When the particles are assumed to be spherical and sufficiently small the settling velocity can be expressed using Stoke’s settling velocity law as

$$u_{si} = \frac{d^2 (\rho_p - \rho)}{18 \mu f} g_i \quad (4)$$

Here, $d$ is the particle diameter, $\rho_p$ is the particle density, $f$ is the correction for non-Stokesian drag and $g_i$ is the gravity vector component $\mathbf{g} = \{0, -g\}$ [1].

Equations (1) and (2) can be made dimensionless using transformations of coordinates and velocities

$$\tilde{x}_i = \frac{x_i}{L} \quad \tilde{u}_i = \frac{u_i}{u_b} \quad (5)$$

where $L$ is the characteristic length and $u_b$ is the bulk velocity defined as [2]

$$u_b = \sqrt{g \hat{y} L} \quad \hat{g} = g \frac{\rho_1 - \rho_0}{\rho_0} \quad (6)$$
The dimensionless concentration and pressure can be defined as
\[
\tilde{C} = \frac{\rho - \rho_0}{\rho_1 - \rho_0}, \quad \tilde{p} = \frac{p}{\rho_0 \bar{u}_0^2}
\] (7)

The dimensionless governing equations can be written as
\[
\frac{\partial \tilde{u}_i}{\partial t} + \frac{\partial}{\partial x_j} (\tilde{u}_j \tilde{u}_i) = -\frac{\partial \tilde{p}}{\partial x_i} + \frac{1}{\sqrt{Gr}} \frac{\partial^2 \tilde{u}_i}{\partial x_j \partial x_j} - \tilde{C} e_i^g
\]
\[
\frac{\partial \tilde{C}}{\partial t} = \frac{1}{Sc \sqrt{Gr}} \frac{\partial^2 \tilde{C}}{\partial x_j \partial x_j} - \frac{\partial}{\partial x_i} \left( \tilde{u}_p \tilde{C} \right)
\]
where \(e_i^g = (0, -1)\) is the unity vector pointing in the direction of gravity. Three dimensionless parameters appear in (8), namely the Grashof number \(Gr\), the Schmidt number \(Sc\), and the dimensionless particle velocity \(\tilde{u}_{pi}\) which are defined as [3]
\[
Gr = \left( \frac{u_b L}{\nu} \right)^2, \quad Sc = \frac{\nu}{D}, \quad \tilde{u}_{pi} = \tilde{u}_i + \tilde{u}_{si}
\] (9)

Using a characteristic-based split (CBS) algorithm we get the following system of equations (details see e.g. in [5] [6])
\[
\tilde{u}_i^{n+1} = \tilde{u}_i^n + \Delta t \left[ \frac{1}{\sqrt{Gr}} \frac{\partial^2 \tilde{u}_i}{\partial x_j \partial x_j} - \tilde{C} e_i^g \right] - \tilde{u}_j \tilde{u}_i^n + \frac{\Delta t}{2} \tilde{u}_k \frac{\partial}{\partial x_k} \left( \tilde{u}_j \tilde{u}_i^n + \tilde{C} e_i^g \right)^n
\] (10)
\[
\frac{\partial \tilde{p}^{n+1}}{\partial x_i} = \frac{\partial \tilde{u}_i^{n+1}}{\partial x_i}
\] (11)
\[
\frac{\partial^2 \tilde{C}^{n+1}}{\partial x_i \partial x_i} = \frac{1}{\Delta t} \frac{\partial \tilde{u}_i^{n+1}}{\partial x_i}
\] (12)

where we used the intermediate velocity \(\tilde{u}_i^*\) which does not satisfy a continuity equation in (8). Upper indexes \(n\) and \(n+1\) indicate time steps and \(\Delta t = t^{n+1} - t^n\) is the length of the time interval.

In the last step the dimensionless concentration \(\tilde{C}\) can be also solved using the CBS algorithm (see [6])
\[
\tilde{C}^{n+1} = \tilde{C}^{n} + \Delta t \left[ \frac{1}{Sc \sqrt{Gr}} \frac{\partial^2 \tilde{C}^{n}}{\partial x_j \partial x_j} - \frac{\partial \tilde{p}_{pi}^{n+1}}{\partial x_i} \left( \tilde{u}_{pj}^{n+1} \tilde{C}^{n} \right) + \frac{\Delta t}{2} \tilde{u}_{pk}^{n+1} \frac{\partial}{\partial x_k} \left( \tilde{u}_{pj}^{n+1} \tilde{C}^{n} \right) \right]
\] (13)
3 LOCAL BOUNDARY INTEGRAL FORMULATION

The area of interest $\Omega$ with the boundary $\Gamma$ is covered by points within the area and also on the global boundary (see Fig. 1). Consider a local circular sub-domain $\Omega_{ss}$ with boundary $\Lambda_s$, centered at every point $s$. This sub-domain is regular around all of the internal points, but at the points on the global boundary this local boundary consists of a part of the global boundary intersected with the local sub-domain $\Gamma_s$ (see Fig. 2). To express the local boundary integral form of the governing equations developed in the previous section in a domain $\Omega_{ss}$, we apply the weighting residual principle [7] to equations (10), (11), (12), and (13) to obtain the weak form.

If the test function $w^*$ is chosen to be the fundamental solution of the Laplace equation, then after integration by parts twice the following integral equations can be obtained (see also [8])

$$\int_{\Omega_{ss}} \hat{u}_i^* w^* d\Omega = \int_{\Omega_{ss}} \hat{u}_i^* w^* d\Omega - \Delta t \left[ \int_{\Omega_{ss}} \hat{u}_j^* \frac{\partial w^*}{\partial x_j} d\Omega + \int_{\Omega_{ss}} \tilde{C}w_i^* w^* d\Omega \right] + \frac{1}{\sqrt{Gr}} \left( c_s \hat{u}_{i,s} + \int_{\Lambda_{s,\Omega_s}} \frac{\partial w^*}{\partial n} d\Gamma - \int_{\Lambda_{s,\Gamma_s}} w^* \frac{\partial \hat{u}_i}{\partial n} d\Gamma \right)$$

$$- \frac{\Delta t}{2} \int_{\Omega_{ss}} \hat{u}_k^* \frac{\partial}{\partial x_k} \left( \hat{u}_j^* \frac{\partial \hat{u}_i}{\partial x_j} + \tilde{C}e_i^* w^* d\Omega \right)$$

$$c_s \tilde{p}_{s}^{n+1} + \int_{\Lambda_{s,\Omega_s}} \frac{\partial w^*}{\partial n} \tilde{p}_j d\Gamma - \int_{\Lambda_{s,\Gamma_s}} w^* \frac{\partial \tilde{p}_j}{\partial n} d\Gamma + \frac{1}{\Delta t} \int_{\Omega_{ss}} \frac{\partial \hat{u}_i^*}{\partial x_i} w^* d\Omega = 0. \quad (15)$$

$$\int_{\Omega_{ss}} \tilde{C}w_{n+1}^* d\Omega = \int_{\Omega_{ss}} \tilde{C}w_n^* d\Omega - \Delta t \left[ \int_{\Omega_{ss}} \hat{u}_j^{n+1} \frac{\partial \tilde{C}}{\partial x_j} w^* d\Omega \right]$$

$$+ \frac{1}{Sc \sqrt{Gr}} \left( c_s \tilde{C}_n + \int_{\Lambda_{s,\Omega_s}} \frac{\partial w^*}{\partial n} \tilde{C}_n d\Gamma - \int_{\Lambda_{s,\Gamma_s}} w^* \frac{\partial \tilde{C}_n}{\partial n} d\Gamma \right)$$

$$- \frac{\Delta t}{2} \int_{\Omega_{ss}} \hat{u}_k^{n+1} \frac{\partial}{\partial x_k} \left( \hat{u}_j \frac{\partial \tilde{C}_n}{\partial x_j} \right) w^* d\Omega \right]$$

Here the coefficient $c_s$ is equal to 1 for interior points and equal to $\frac{\theta}{2\pi}$ for points on the global boundary (see Fig. 2).

The boundary $\Lambda_s \cup \Gamma_s$ is then divided into several boundary elements (see Fig. 2). The values of velocity, pressure, and concentration in node $s$ can now be computed from values in the local elements. The pressure equation (15) now becomes

$$c_s \tilde{p}_s + \int_{\Lambda_{s,\Omega_s}} \frac{\partial w^*}{\partial n} \tilde{p}_j d\Gamma - \int_{\Lambda_{s,\Gamma_s}} w^* \frac{\partial \tilde{p}_j}{\partial n} d\Gamma - \int_{\Omega_{ss}} w^* \frac{\partial \hat{u}_i^*}{\partial x_i} d\Omega = 0. \quad (17)$$

To avoid the term $\frac{\partial \hat{u}_i^*}{\partial n}$ defined on the local boundary $\Lambda_s$, we use a companion solution (see e. g. [9]). This solution satisfies the Laplace equation and is equal to the fundamental solution on the local boundary. For the 2D Laplace equation the companion solution is defined as

$$w^c = \frac{1}{2\pi} \log \left( \frac{1}{r_0} \right), \quad (18)$$

where $r_0$ is the radius of the local domain $\Omega_{ss}$. Equation (17) becomes

$$c_s \tilde{p}_s + \int_{\Lambda_{s,\Omega_s}} \frac{\partial w^*}{\partial n} \tilde{p}_j d\Gamma - \int_{\Gamma_s} \left( w^* - w^c \right) \frac{\partial \tilde{p}_j}{\partial n} d\Gamma - \int_{\Omega_{ss}} \left( w^* - w^c \right) \frac{\partial \hat{u}_i^*}{\partial x_i} d\Omega = 0. \quad (19)$$
Figure 1: Points in the global area

Unknown values of the pressure and its derivatives in the local boundary element $j$ can now be approximated by values of the pressure in $N$ neighbouring points using RBF interpolation. The main reason for using RBF instead of the moving least squares (MLS) interpolation is that RBFs possess the delta property, making the prescription of the boundary conditions straightforward and simple. Multiquadric RBFs are used here

$$W(r_{ij}) = \sqrt{r_{ij}^2 + R^2}$$  \hspace{1cm} (20)

where $W(r_{ij})$ is the multiquadric RBF between points $i$ and $j$ (see [10], [7]), $r_{ij}$ is the Euclidean distance between these two points and $R$ is the so-called shape factor of the multiquadric function. The formula of Hardy with a slight modification is applied to the local RBFs (see [10]) to find the optimal value of the shape factor, which can be computed in point $i$ as

$$R_i = \frac{0.815}{N} \sum_{j=1}^{N} d_j$$  \hspace{1cm} (21)

where $d_j$ is the distance between the $j$-th local supporting point and its closest neighboring point. A technique described in detail in [7] can be used to obtain a set of RBF shape functions $\Phi_{ij}$, which can be used to express the pressure and its derivatives in the point $i$ as

$$\tilde{p}_i = \sum_{j=1}^{N} \Phi_{ij} \tilde{p}_j \quad \frac{\partial \tilde{p}_i}{\partial x_k} = \sum_{j=1}^{N} \frac{\partial \Phi_{ij}}{\partial x_k} \tilde{p}_j$$  \hspace{1cm} (22)

Using these shape functions causes equation (19) to become

$$c_s \tilde{p}_s + \sum_{m=1}^{N} \left( \int_{\Lambda_s \cup \Gamma_s} \frac{\partial w^c_{s_j}}{\partial n} \Phi_{jm} d\Gamma \right) \tilde{p}_m - \sum_{m=1}^{N} \left[ \int_{\Gamma_s} (w^s_{s_j} - w^c_{s_j}) \frac{\partial \Phi_{jm}}{\partial n} d\Gamma \right] \tilde{p}_m -$$

$$- \sum_{m=1}^{N} \left[ \int_{\Omega_s} (w^s_{s_j} - w^c_{s_j}) \frac{\partial \Phi_{jm}}{\partial x_i} d\Omega \right] \tilde{u}_{im}^{*} = 0,$$  \hspace{1cm} (23)
A similar procedure can be applied to equations (14) and (16). All of these equations can then be formulated in matrix form as

\[
\sum_{m=1}^{N} M_{sm} \tilde{u}_{im}^n = \sum_{m=1}^{N} M_{sm} \tilde{u}_{im}^{n-1} - \Delta t \left[ \sum_{m=1}^{N} S_{sm} \tilde{u}_{im} + \epsilon_{n}^{t} \sum_{m=1}^{N} M_{sm} \tilde{C}_{m} + \right]
\]

\[
+ \frac{1}{\sqrt{Gr}} \left( c_{s} \tilde{u}_{is} + \sum_{m=1}^{N} \left( H_{sm} \tilde{u}_{im} - \sum_{m=1}^{N} G_{sm} \tilde{u}_{im} \right) \right) - \frac{\Delta t}{2} \sum_{m=1}^{N} \left( U_{sm} \tilde{u}_{im} + \epsilon_{s}^{t} F_{sm} \tilde{C}_{m} \right) \right]^{n},
\]

\[
\sum_{m=1}^{N} M_{sm} \tilde{u}_{im}^{n+1} = \sum_{m=1}^{N} M_{sm} \tilde{u}_{im}^{n} - \Delta t \sum_{m=1}^{N} S_{sm} \tilde{p}_{m}
\]

\[
c_{s} \tilde{p}_{s} + \sum_{m=1}^{N} H_{sm} \tilde{p}_{m} - \sum_{m=1}^{N} G_{sm} \tilde{p}_{m} - \sum_{m=1}^{N} S_{sm} \tilde{u}_{im}^{*} = 0,
\]

where \(\tilde{u}_{im}, \tilde{p}_{m},\) and \(\tilde{C}_{m}\) are the values of the dimensionless velocity, pressure and concentration, respectively, in the points neighbouring the reference point \(s\). The matrices \(M_{sm}, H_{sm}, G_{sm}, S_{sm},\) and \(U_{sm}\) can be written as

\[
M_{sm} = \sum_{j=1}^{n_{e}} \int_{\Omega_{sj}} \left( w_{sj}^{*} - w_{sj}^{e} \right) \Phi_{jm} d\Omega,
\]

\[
H_{sm} = \sum_{j=1}^{n_{e}} \int_{\Lambda_{sj} \cup \Gamma_{sj}} \frac{\partial w_{sj}^{*}}{\partial n} \Phi_{jm} d\Gamma,
\]

\[
G_{sm} = \sum_{j=1}^{n_{e}} \int_{\Gamma_{sj}} \left( w_{sj}^{*} - w_{sj}^{e} \right) \frac{\partial \Phi_{jm}}{\partial n} d\Gamma,
\]

\[
S_{sm} = \tilde{u}_{km} \sum_{j=1}^{n_{e}} \int_{\Omega_{sj}} \left( w_{sj}^{*} - w_{sj}^{e} \right) \frac{\partial \Phi_{jm}}{\partial \xi_{k}} d\Omega,
\]

\[
U_{sm} = \sum_{j=1}^{n_{e}} \int_{\Omega_{sj}} \frac{\partial \left( w_{sj}^{*} u_{im} \right)}{\partial x_{i}} \frac{\partial \left( u_{im} \Phi_{jm} \right)}{\partial x_{i}} d\Omega,
\]

\[
F_{sm} = \sum_{j=1}^{n_{e}} \int_{\Omega_{sj}} \frac{\partial \left( w_{sj}^{*} u_{im} \right)}{\partial x_{i}} \Phi_{jm} d\Omega
\]

where \(n_{e}\) is the number of local elements, \(\Lambda_{sj}\) is the j-th internal local boundary element, \(\Gamma_{sj}\) is the j-th local boundary element situated on the intersection of the global boundary, and \(\Omega_{sj}\) is the triangular area element (see Fig. 2). The mass matrix \(M_{sm}\) can be used in either a full or a lumped form. The lumped form is used here, because it eliminates a matrix inversion procedure.
4 NUMERICAL EXAMPLES

All examples present so-called lock-exchange flow in rectangular channel when two fluids of different densities are divided by a vertical barrier at the initial time $t_0 = 0$. When this barrier is removed the denser liquid intrudes into the light one. This type of current is also frequently studied experimentally.

The schemes and boundary conditions of all these examples are presented in Fig.3.

4.1 Flow without any obstacles

The first example has a smooth bed without any obstacles and it serves as a comparing one. The rectangular computational domain of size $L = 20 \times H = 2$ is covered by the uniform grid of $800 \times 80$ points. The Grashof number $Gr = 5 \times 10^6$ is used for simulation, the Schmidt number is $Sc=1$ and the dimensionless settling velocity of particles is $\tilde{u}_s = 0.02$. Fig. 4 presents the results of the particle current at five dimensionless time instances. The flow is characterized by contours of particle concentration. Soon after beginning an intrusion, a front forms in the shape of a lifted nose due to the no-slip boundary condition on the bottom bed of the channel and Kelvin-Helmholtz vortices are formed at the upper part of the current.

4.2 Flow through the low obstacle

The second example presents the flow of particle current over a low rectangular obstacle (see Fig.3b). The dimensionless height of the obstacle is $d = 0.5$, i. e. $H/d = 4$. This obstacle is located in the dimensionless distance $L_s = 4.0$ from the beginning of a channel. The parameters of this example remain the same as in the first one. Fig. 5 presents contours of the particle concentration. Approximately at time $\tilde{t} = 6$ the current hits the upstream part of the obstacle and some deformation of the current starts. The whole current is divided into parts during the next time steps. The first part forms the backward current which moves back to the left part of the channel; the second part overcome the obstacle and continues moving in the right part of the channel.
4.3 Flow through the high obstacle

The third example presents the flow over a high rectangular obstacle (see Fig.3c). The dimensionless height of the obstacle is now \( d = 1.0 \), i.e. \( H/d = 2 \). The location of the obstacle and parameters of flow remain the same as in the previous example. Fig. 6 presents contours of concentration. As can be seen in Fig.6 the deformation of the particle current is now a bit different than in the previous example. Almost all particles form now the backward wave and only the negligible amount of particles overcome the obstacle. The newly formed backward current is now more accentuated.

The shear stress distribution at the bottom of the channel is a very important part of the resuspension of particles. The dimensionless shear stress \( \tilde{\tau}_w \) can be described as [1, 3, 6]

\[
\tilde{\tau}_w = \frac{1}{\sqrt{Gr}} \sqrt{\left( \frac{\partial u_{p1}}{\partial x_2} \right)^2 + \left( \frac{\partial u_{p2}}{\partial x_2} \right)^2}
\]  

(29)

Fig. 7 presents the dimensionless shear stress at the bottom boundary at time intervals \( \tilde{t} = 4, 6, \) and 10. This shear stress shows several peaks that correspond to the front of the current and also to the Kelvin-Helmholtz vortices. The low values of the shear stress reflect mentioned decay of current in the case of low and high obstacles at time \( \tilde{t} = 10 \) (see Fig.7b,c).

The cumulative sedimentation of particles can be computed as (see [1])

\[
D(\tilde{x}, \tilde{t}) = \frac{1}{L_0 H} \int_0^{\tilde{t}} \tilde{C}_w(\tilde{x}, \tilde{t}) u_s d\tilde{t}
\]  

(30)

Fig. 8 shows the value of this deposit as a function of the longitudinal coordinate \( x \) at the dimensionless time \( \tilde{t} = 60 \). The cumulative sedimentation is concentrated in the upstream part of the channel in case of low and especially high obstacles.

Fig. 9 presents temporal variations of the mean dimensionless pressure \( \tilde{p} \) (7) acting on the upstream and downstream faces of the obstacles. The maximum impact is localized at time \( \tilde{t} = 6 \).
Figure 4: Dimensionless concentrations in the channel without any obstacles
Figure 5: Dimensionless concentrations in the channel with the low obstacle
Figure 6: Dimensionless concentrations in the channel with the low obstacle
Figure 7: Dimensionless bed shear stress; a–without obstacle, b–low obstacle, c–high obstacle
Figure 8: Dimensionless cumulative particle deposit at time $\tilde{t}=60$; a–without obstacle, b–low obstacle, c–high obstacle
Figure 9: Drag acting on the obstacles; a–low obstacle, b–high obstacle
5 CONCLUSIONS

This paper presents a possible use of the LBIEM meshless method for solution of the gravity currents flow. We use the characteristic based split scheme to achieve stable and accurate results. The results obtained from test cases proved that the method is an effective and useful tool to solve this type of flow and can be used as an effective tool for modelling of several types of geohazards.
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