FROM ATOMISTIC TO SYSTEMATIC COARSE-GRAINED MODELS FOR MOLECULAR SYSTEMS
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\textbf{Abstract.} The development of systematic (rigorous) coarse-grained mesoscopic models for complex molecular systems is an intense research area. Here we first give an overview of methods for obtaining optimal parametrized coarse-grained models, starting from detailed atomistic representation for high dimensional molecular systems. Different methods are described based on (a) structural properties (inverse Boltzmann approaches), (b) forces (force matching), and (c) path-space information (relative entropy). Next, we present a detailed investigation concerning the application of these methods in systems under equilibrium and non-equilibrium conditions. Finally, we present results from the application of these methods to model molecular systems.
1 INTRODUCTION

Complex molecular systems characterize materials (e.g. plastics, rubbers, gels) that develop complex, multiphase morphologies through equilibrium self-assembly. Their properties, such as mixing behavior, phase diagrams, melting points, depend on the combination of molecular and macroscopic variables. On the microscopic level, all-atom simulations allow direct quantitative predictions of the properties of molecular systems over a range of length and time scales. However, due to the broad spectrum of characteristic lengths and times involved in complex molecular systems, it is not feasible to apply them to large realistic systems or molecules of complex structure. On the mesoscopic level, coarse-grained (CG) models have proven to be very efficient means in order to increase the length and time scales accessible by simulations.

Here we first give an overview of different algorithms for developing CG models of molecular systems. Methods such as inverse Monte Carlo [1], inverse Boltzmann [2], force matching [3], relative entropy [4], provide parameterizations of coarse-grained effective potentials at equilibrium by minimizing a fitting functional over a parameter space. Then, we further extend these studies using path-space methods (relative entropy rate) for coarse-graining and uncertainty quantification for non-equilibrium processes, [5, 6, 7, 8].

All the above methods mentioned in principle are employed to approximate a many-body potential, the (n-body) potential of mean force, describing the equilibrium distribution of coarse-grained sites observed in simulations of atomically detailed models. We present two main results of our latest studies, [9, 5]. Firstly, on optimizing coarse-grained models in equilibrium, we: (a) reveal the connection of the force matching method with thermodynamic integration. This connection provides us with information on how to construct a local mean force for equilibrium force matching implementations, to best approximate the potential of mean force. (b) We present in a mathematically consistent way the entropy and force matching methods and their equivalence, which we derive for general nonlinear coarse-graining maps, [9]. Secondly, we adopt the use of path-space methods, to define a dynamical analogue of the relative entropy minimization method. We provide a systematic derivation of Langevin type coarse-grained dynamics from fine-scale molecular simulations, based on the minimization of the relative entropy rate. It is shown that this minimization problem is equivalent to a weighted least squares problem, with weights that depend on the diffusion coefficient of the proposed stochastic dynamics for the coarse-grained system. At least for constant diffusion coefficient, it is nothing but the widely applied force matching method used in computational coarse-graining which, however, is restricted to equilibrium processes. Finally, we apply, and compare the above-described methodologies in several molecular systems: gas and fluid methane and water [10].

1.1 Atomistic and Coarse Grained Models

In the following we shortly describe the microscopic (atomistic) and mesoscopic (coarse-grained) representation of a prototypical molecular system. Assume the problem of \( N \) (classical) molecules in a box of volume \( V \) at temperature \( T \). Let \( \mathbf{q} = (q_1, \ldots, q_N) \in \mathbb{R}^{3N} \) describe the position of the \( N \) particles in the atomistic description, with potential energy \( U(\mathbf{q}) \). The probability that the system has a state \( \mathbf{q} \) at the temperature \( T \) is given by the Gibbs canonical measure

\[
\mu(d\mathbf{q}) = Z^{-1} \exp\{-\beta U(\mathbf{q})\}d\mathbf{q},
\]

where \( Z = \int_{\mathbb{R}^{3N}} e^{-\beta U(\mathbf{q})}d\mathbf{q} \) is the partition function, \( \beta = \frac{1}{k_B T} \) and \( k_B \) is the Boltzmann constant. We denote \( f : \mathbb{R}^{3N} \to \mathbb{R}^{3N} \) the force corresponding to the potential \( U(\mathbf{q}) \), i.e.,

\[
f_j(\mathbf{q}) = -\nabla_{q_j} U(\mathbf{q}), \quad j = 1, \ldots, N,
\]

is the force exerted to the \( j \)-th particle.
**Coarse-graining** reduces the extended system’s complexity by lumping together degrees of freedom into coarse-grained variables and investigates the mesoscopic range and the importance of atomistic detail across scales. Coarse-graining is considered as the application of a mapping (CG mapping) $\Pi : \mathbb{R}^{3N} \rightarrow \mathbb{R}^{3M}$

$$q \mapsto \Pi(q) \in \mathbb{R}^{3M}$$

(2)

on the microscopic state space, determining the $M (< N)$ CG particles as a function of the atomic configuration $q$. We denote by $Q = (Q_1, \ldots, Q_M)$ any point in the CG configuration space $\mathbb{R}^{3M}$ and use the bar “$\bar{}$” notation for quantities on the CG space. We call atoms the elements of the microscopic space with positions $q_j \in \mathbb{R}^3$, $j = 1, \ldots, N$ and 'CG particles' the elements of the coarse space with positions $Q_i \in \mathbb{R}^3$, $i = 1, \ldots, M$.

The mappings most commonly considered in coarse graining of molecular systems are linear mappings represented by a set of non-negative real constants $\{\zeta_{ij}\}_{j=1,\ldots,N}$, for which

$$\Pi_i(q) = \sum_{j=1}^{N} \zeta_{ij}q_j \in \mathbb{R}^3, \ i = 1, \ldots, M.$$  

(3)

In this work we consider CG maps such that a CG particle is the center of mass of a group of atoms for which an atom contributes only to one CG particle, see for example figures 1a and b.

![Figure 1: All-atom and CG representations of: (a) (left) a typical macromolecular chain, (b) (right) water bulk system.](image)

The probability that the CG system has configuration $Q$, is given by

$$\bar{\mu}(Q) = \int_{\Omega(Q)} \mu(q) dq, \ \Omega(Q) = \{q \in \mathbb{R}^{3N} : \Pi(q) = Q\}.$$  

(4)

If we require that it is of the canonical Gibbs form then

$$\bar{\mu}(dQ) = Z^{-1} \exp\{-\beta \bar{U}^{\text{PMF}}(Q)\} dQ,$$

and the corresponding free energy defines the $M$–body potential of the mean force (PMF),

$$\bar{U}^{\text{PMF}}(Q) = -\frac{1}{\beta} \log \int_{\Omega(Q)} e^{-\beta U(q)} dq.$$  

(5)
2 Parametrizations at equilibrium and Potential of Mean Force

The calculation of the PMF (5) is a task as difficult and costly as is calculating expectations of quantities of interest on the microscopic space. Therefore, one introduces parametric or non-parametric approximations

\[ \bar{U}_{\text{eff}}(Q; \theta), \quad \theta \in \Theta \subseteq \mathbb{R}^k. \]  

(6)

Methods such as inverse Monte Carlo (IMC), direct inverse Boltzmann (DBI) and iterative inverse Boltzmann (IBI) \cite{11, 12, 1}, force-matching \cite{13, 14}, and relative entropy minimization \cite{15} provide optimal parameterizations of approximate coarse-grained models by considering a pre-selected set of observables \( \phi \) and by then minimizing a cost functional over the parameter space,

\[ \min_{\theta \in \Theta} \mathcal{L}(\phi; \theta). \]  

(7)

The relative entropy (RE) minimization method is defined as the optimization problem

\[ \min_{\theta} \mathcal{R} \left( \mu | \mu^\theta \right), \]  

(8)

where

\[ \mathcal{R} \left( \mu | \mu^\theta \right) = \mathbb{E}_\mu \left[ \log \frac{\mu(q)}{\mu^\theta(q)} \right], \]  

(9)

is the RE (or Kullback-Leibler divergence) between the microscopic Gibbs measure \( \mu(q) \) and and a back-mapping \( \mu^\theta(q) \) of the approximate CG measure \( \bar{\mu}^\theta(Q) \propto \exp(-\beta \bar{U}_{\text{eff}}(Q; \theta)) \), \cite{16, 4}. \( \mathbb{E}_\mu[\cdot] \) denotes averages with respect to the probability measure \( d\mu(q) \). The minimization of RE is thus equivalent to

\[ \min_{\theta \in \Theta} \left\{ \beta \mathbb{E}_\mu \left[ \bar{U}_{\text{eff}}(\Pi(q); \theta) - U(q) \right] - \left[ \log Z^\theta - \log Z \right] \right\}, \]  

(10)

where \( Z^\theta = \int_{\mathbb{R}^{3M}} e^{-\beta \bar{U}_{\text{eff}}(Q; \theta)} dQ \) and \( Z = \int_{\mathbb{R}^{3N}} e^{-\beta U(q)}. \)

The force-matching method determines a CG effective force \( \bar{F}(Q; \theta) \)–and thus an effective potential– from atomistic force information as the solution of the mean least-square minimization problem

\[ \min_{\theta \in \Theta} \mathbb{E}_\mu \left[ ||h(q) - \bar{F}(\Pi(q); \theta)||^2 \right], \]  

(11)

where \( || \cdot || \) denotes the Euclidean norm in \( \mathbb{R}^{3M} \). The reference field \( h(q) \in \mathbb{R}^{3M} \) is the local mean force whose component \( h_i(q), \ i = 1, \ldots, M \) is the force exerted at the \( i \)-th CG particle that is a function of the microscopic forces. For example, if the CG mapping is the one that defines the CG particles as the center of mass of a group of atoms then \( h_i(q) = \sum_{j \in \text{group } i} f_j(q), \ i = 1, \ldots, M. \) In work \cite{9}, we presented a rigorous probabilistic formulation and a generalization of the traditional force matching approach that applies to more complex and non-linear coarse-graining maps. For example, for

\[ h(q) = J^{-1}_\Pi(q)D_\Pi(q)f(q) + \frac{1}{\beta} \nabla_q \cdot J^{-1}_\Pi(q)D_\Pi(q), \]  

we prove that the solution of (11) is a best approximation of the PMF, which holds both for linear and non-linear mappings \( \Pi(q) \). Here \( J_\Pi(q) = D_\Pi(q)D_\Pi(q), \ D_\Pi \in \mathbb{R}^{m \times 3N} \) \( (D_\Pi)_{ij}(q) = \).
A more general result is available in [9]. These results are based on the probabilistic reformulation of the FM method and the connection to known results of the thermodynamic integration theory [7].

Additionally, the RE and FM methods are asymptotically equivalent, for small discrepancies from the PMF, see section VI in [9].

The DBI, IBI and IMC methods use the pair correlation function \( g^{(2)}(Q) \) and the assumption that the interactions depend only on the distance \( R \) between particles, that is \( g^{(2)}(Q) =: \bar{g}(R) \). Thus the CG effective interaction is given by

\[
U_{\text{eff}}(R) = -\frac{1}{\beta} \log \bar{g}(R). \tag{12}
\]

DBI employs directly relation (12) to infer the interaction potential \( U_{\text{eff}}(R) \) from a reference CG (pair) distribution function \( \bar{g}^{(\text{ref})}(R) \) obtained from the analysis of the all-atom configurations. In IBI methods, [2], an iterative numerical minimization problem is introduced based on \( \bar{g}(R) \). The (pair) CG potential is refined at the iteration \((i + 1)\) according to the following scheme:

\[
U_{\text{eff}}^{(i+1)}(R) = U_{\text{eff}}^{(i)}(R) + c k_B T \log \frac{\bar{g}^{(i)}(R)}{\bar{g}^{(\text{ref})}(R)}, \tag{13}
\]

where \( c \) is a constant to ensure stability of the iterative process.

### 3 Parametrizations away from equilibrium

We present an extension of the RE minimization approach to systems with non-equilibrium steady states as well as dynamics in finite times. The presented method also allows for approximation of dynamical observables, i.e., quantities that are averaged over the path distribution instead of over a distribution at a terminal time.

We consider the evolution of the \( N \) particles described by a diffusion process \( \{X_t\}_{t \geq 0} \), a continuous time Markov process satisfying the stochastic differential equation (SDE)

\[
\begin{cases}
    dX_t = b(X_t) dt + \sigma(X_t) dB_t, & t > 0, \\
    X_0 \sim \mu_0,
\end{cases} \tag{14}
\]

where \( b(x) \in \mathbb{R}^{6N} \) and \( \sigma(x) \in \mathbb{R}^{6N \times k}, \ k \leq 6N \) are the drift and diffusion coefficients and \( B_t \) denotes the standard \( k \)-dimensional Brownian motion.

The proposed coarse space dynamics are described by a Markov process \( \{\bar{X}_t\}_{t \geq 0} \) in \( \mathbb{R}^m \) approximating the process \( \{\Pi X_t\}_{t \geq 0} \) which is, in principle, non-Markovian. The Markov process \( \{\bar{X}_t\}_{t \geq 0} \) is given as the solution of the parametrized stochastic differential equations

\[
\begin{cases}
    d\bar{X}_t = \tilde{b}(\bar{X}_t; \theta) dt + \tilde{\sigma}(\bar{X}_t) dB_t, & t > 0, \\
    \bar{X}_0 \sim \tilde{\mu}_0,
\end{cases} \tag{15}
\]

where \( \tilde{\sigma}(x) \in \mathbb{R}^{m \times l}, \ l \leq m \) is the diffusion and \( \tilde{b}(x; \theta) \in \mathbb{R}^m \) the drift coefficient is parametrized with \( \theta \in \Theta \). \( B_t \) is an \( l \)-dimensional standard Brownian motion. The goal is to find the most effective among the proposed CG models such that \( \{\bar{X}_t\}_{t \geq 0} \) “best approximates” the process \( \{\Pi X_t\}_{t \geq 0} \), that is to find optimal \( \tilde{b}(x; \theta) \) and \( \tilde{\sigma}(x; \theta) \).

The best approximation is fitted using entropy based criteria in order to find the best Markovian approximation of the coarse-grained process. We consider the optimization principle

\[
\min_{\theta \in \Theta} \mathcal{R} \left( P_{[0,T]} | \Pi \tilde{Q}^\theta_{[0,T]} \right), \tag{16}
\]
where \( P_{[0,T]} \) is the path distribution of the original microscopic process and \( \Pi_*^\beta \tilde{Q}_{[0,T]} \) is the parametrized path-space coarse-grained distribution back-mapped to the microscopic space.

Then, the variational inference problem (16) is equivalent to the following \textit{path-space force matching} problem

\[
\argmin_{\theta \in \Theta} R \left( P_{[0,T]} \parallel \Pi_*^\beta \tilde{Q}_{[0,T]} \right) = \argmin_{\theta \in \Theta} \mathbb{E}_{P_{[0,T]}} \left[ \frac{1}{2} \int_0^T \left\| \Pi b(X_s) - \bar{b}(\Pi X_s; \theta) \right\|^2_{P_{\Xi}} ds \right],
\]

where

\[
\|z\|^2_{\Pi_{\Xi}} = z^{tr} \Pi_{\Xi} z, \quad z \in \mathbb{R}^m \quad \text{and} \quad \Xi = \left[ \sigma^{tr}(x) \sigma(x) \right]^{-1} \sigma^{tr}(x).
\]

under the assumption that the auxiliary reconstructed diffusion process with path-space distribution \( \Pi_*^\beta \tilde{Q}_{[0,T]} \) has diffusion coefficient \( \sigma(x) \). Here \( \Pi^F \) is defined such that \( \Pi \Pi^F = \mathbb{I} \). If moreover \( \{X_t\}_{t \geq 0} \) is stationary with the invariant measure \( \mu \), then

\[
R \left( P_{[0,T]} \parallel \Pi_*^\beta \tilde{Q}_{[0,T]} \right) = T \mathcal{H}(P \parallel \Pi_*^\beta \tilde{Q}) + R \left( \mu \parallel \Pi_*^\beta \bar{\mu}_0 \right),
\]

and

\[
\argmin_{\theta \in \Theta} \mathcal{H}(P \parallel \Pi_*^\beta \tilde{Q}) = \argmin_{\theta \in \Theta} \mathbb{E}_\mu \left[ \frac{1}{2} \left\| \Pi b(X) - \bar{b}(\Pi X; \theta) \right\|^2_{P_{\Xi}} \right].
\]

Let us now consider Langevin dynamics for the \( N \)-particle molecular system, described by the process \( \{(q_t, p_t)\}_{t \geq 0} \), with positions \( q \in \mathbb{R}^{3N} \) and momenta \( p \in \mathbb{R}^{3N} \)

\[
\begin{align*}
\frac{d q_t}{dt} & = M^{-1} p_t dt, \\
\frac{d p_t}{dt} & = F(q_t) dt - \gamma M^{-1} p_t dt + \sigma dB_t,
\end{align*}
\]

a Hamiltonian system coupled with a thermostat, where \( F(q) \) is the force field that is not necessarily a gradient. \( M = \text{diag}(m_1 I_3, \ldots, m_N I_3) \in \mathbb{R}^{3N \times 3N} \) is the mass matrix, \( \gamma \in \mathbb{R}^{3N \times 3N} \) is the friction and \( \sigma \in \mathbb{R}^{3N \times 3N} \) the diffusion coefficients respectively, and \( B_t \) is the \( 3N \)-dimensional Brownian motion. The diffusion and friction coefficients satisfy the fluctuation-dissipation relation \( \sigma \sigma^{tr} = 2\beta^{-1} \gamma \).

The proposed dynamics for the coarse variables \( \bar{X} = (Q, P) \in \mathbb{R}^{6M} \) are given by the Langevin system

\[
\begin{align*}
\frac{d Q_t}{dt} & = \bar{M}^{-1} P_t dt, \\
\frac{d P_t}{dt} & = \bar{F}(Q_t; \theta) dt - \bar{\gamma} \bar{M}^{-1} P_t dt + \bar{\sigma} dB_t,
\end{align*}
\]

where \( B_t \) is a \( 3M \)-dimensional Brownian motion. The diffusion coefficient \( \bar{\sigma} \) is defined by

\[
\bar{\sigma}^{tr} = \Pi \sigma \sigma^{tr} \Pi^F.
\]

The optimal parameter set for which the process \( \{(Q_t, P_t)\}_{t \geq 0} \) best approximates \( \{(q_t, p_t)\}_{t \geq 0} \) at the time interval \([0, T]\) is given by, if \( \bar{\gamma} \Pi = \Pi^F \gamma \),

\[
\theta^*(T) = \argmin_{\theta} \mathbb{E}_{P_{\bar{F}}} \left[ \frac{1}{2} \int_0^T \left\| \Pi F(q_s) - \bar{F}(Q_s; \theta) \right\|^2_{P_{\Xi}} ds \right],
\]

Note that the norm \( \| \cdot \|_{P_{\Xi}} \) is a weighted Euclidean norm with weights \( \Pi^F \Xi = \Pi^F [\sigma^{tr}(x) \sigma(x)]^{-1} \sigma^{tr}(x) \).

This retrieves the relation of the path-space force matching approach to the diffusion coefficient of the atomistic dynamics. Moreover, if we assume \( \bar{\epsilon} \) equilibrium dynamics and constant diffusion \( \sigma(x) = \sigma \) the optimization problem is reduced to the known FM method, see also Remark 6.3 in [5],

\[
\theta^* = \argmin_{\theta} \mathbb{E}_{\mu} \left[ \frac{1}{2} \left\| \Pi F(q) - \bar{F}(Q; \theta) \right\|^2 \right] PERIOD
\]
4 Models and Simulations

We test the above described methods on different molecular systems at equilibrium:

(a) Methane. Methane liquid was simulated at constant temperature (NVT conditions) at \( T = 100 \text{ K} \) for several \( \text{ns} \). 512 CH\(_4\) molecules were modeled, whereas the density was calculated after equilibrating the system in the NPT ensemble for 5 \( \text{ns} \) (\( \rho = 0.38 \text{ g/cm}^3 \)). The time step was 0.5 fs and a cut-off distance of 10 Å was used.

For the coarse-grained representation of CH\(_4\), we have used a one-site representation with a pair potential.

(b) Water. One of the most well-studied liquids both through atomistic and coarse-grained models in the literature is water \([17]\). Here we have simulated all-atom water, using one of the most typical atomistic force fields, the SPC/E \([18]\). The model system consists of 1192 molecules at ambient conditions (\( T = 300 \text{ K}, P = 1 \text{ atm} \)). The time step was 1 fs. A cut-off distance of 10 Å was used, while electrostatic interactions were calculated using PME. We first equilibrate the system under NPT conditions for about 50 \( \text{ns} \). Then, NVT simulations, in the average density, were performed for 20 \( \text{ns} \). All-atom configurations were recorded every 10 ps.

For the coarse-grained representation of \( H_2O \), we have also used a one-site representation with a pair potential. In the CG representation of water electrostatic interactions were not required to be introduced.

5 Results

5.1 Methane

In the following we present results from the atomistic and CG simulations of the bulk methane liquid. We approximate the many-body PMF between the CG particles through the different approaches discussed above.

First, we apply the IBI method for this system using the all-atom data. IBI converges for this system (tolerance is \( 10^{-4} \)) after 14 iterations. Data for the CG pair correlation function, \( g(R) \), and the resulting potential for various iterations are presented elsewhere \([10]\).

Next, we examine the FM method for the CH\(_4\) fluid, by analyzing the reference data from the all-atom simulations. In order to solve the minimization problem we have tested different basis function sets: linear splines, cubic splines, LJ and Morse. Linear splines, cubic splines and a Morse type basis give the same results, within the numerical accuracy. Only the results using the LJ basis slightly deviate. Results concerning the CG effective interaction were also found to be very close to the data obtained from the two isolated CH\(_4\) in the vacuum \([10]\).

We have also examined the application of the relative entropy minimization problem for the CH\(_4\) liquid. Here we have used a typical Newton-Raphson scheme. Convergence is achieved after about 20 iterations \([10]\).

Data about the pair PMF, that is an approximation of the many-body PMF, for the bulk methane fluid derived from the different approaches (IBI, FM and RE) are shown in Figure 2. It is clear that different methods give slightly different approximations of the PMF. However, the differences between the various sets of data are rather small, less than 5% in overall.

5.2 Water

The next example considered here is water. First, we apply the IBI method for this system using the all-atom data. Convergence of IBI for water is more sensitive than for the methane fluid discussed before. Indeed more than 100 iterations are required for the CG radial distribution.
function in order to match the atomistic data.

Then, we apply the RE and the FM methods for water. Numerical implementations for these methods are very sensitive to poor sampling. In FM the matrix the canonical system becomes singular, while in IBI and RE the iterative procedure fails. Thus very careful extrapolation methods must be considered at small distances as well as smoothing approaches to reduce the inherent noise of the statistical sampling. Specifically, the speed of convergence for the Newton-Raphson iterative scheme is based on the parameter, whereas its stability primarily depends on the condition number of the Hessian. The latter depends on several parameters: the trajectory length (at what extent does the sample size evenly cover the chosen basis function); the chosen basis set; and the correlation of the above to the model parameters, such as the number of atoms and the complexity of the coarse graining mapping [10].

Another important issue is poor sampling towards the minimum distance of the pair potential $R_{\text{min}}$. If this is the case, in the Newton-Raphson method for the RE minimization the Jacobian may involve negative values while the Hessian matrix becomes singular and the iterative scheme either stops or produces enormous fluctuations. A way to overcome this issues is the enrichment of nodes towards $R_{\text{min}}$, together with extrapolation of the potential on the first couple of nodes. Another good practice is smoothing out the potential after every iteration to reduce the noise in the updated forces.

In Figure 3 results for the effective CG potential from the IBI and the FM method (using cubic spline basis set) are presented. Note, that results from RE are similar to those of IBI. Although both IBI and FM potentials have a very similar structure with two minima, the actual values of the potential are considerably different, in contrast to the CH$_4$ fluid discussed in the previous subsection. Possible reasons for these discrepancies are related to the fact that FM and RE are only asymptotically equivalent, meaning that finite size basis sets effects might be important during the numerical optimization procedure. Clearly more work is required in order to clarify such differences [19, 9, 10].

Finally, in Figure 4 we show the CG $\tilde{g}(R)$ obtained from RE minimization problem together with the reference curve, obtained from the analysis of the all-atom data. The curves are very
close to each other; however there are small differences, in particular in small distances, close to the first maximum. Note that theoretically it is expected that the RE outcome, at the level of $g(R)$, should agree with the IBI one [15]. We should report here that we have calculated the CG potential derivatives appearing in the Jacobian and Hessian in the Newton-Raphson scheme by direct sampling during the corresponding CG run.

6 CONCLUSIONS

The development of systematic high fidelity coarse-grained models for molecular systems is a very challenging research area. In this aspect, finding the optimum effective interaction potential between CG particles for a given model involves crucial theoretical and numerical issues related to numerical parametrization of the (many-body) potential of mean force.

Here we have discussed different parametrization methods: (a) structural/correlation-based methods (direct Boltzmann inversion and iterative Boltzmann inversion), (b) Force matching, and (c) Relative entropy methods. We further examine the implementation of these approaches to molecular systems at equilibrium and non-equilibrium conditions in various molecular systems. In more detail, we have seen that CG methods based on relative entropy and force matching are in principle asymptotically equivalent. If we consider that RE methods are expected to give the same solution as the IBI methods, for a given CG mapping and a specific basis set, then we see the direct theoretical relation of all methods discussed here.

Furthermore, we applied the above numerical schemes (IBI, RE and FM) on the same atomistic systems. Despite the fact that all the above methods are approximations of the same (many-body) potential of mean force, it is not clear that their numerical implementation will converge into the same solution, since there are differences in the derived numerical schemes. We first consider a simple liquid (methane fluid) the CG effective potentials derived from the different methods are very similar. Slight differences of the order of 5-10% are found that are within the numerical accuracy. CG simulations with the derived force field also show structural properties in very good agreement with the reference (all-atom) data for all models. Different is the case of...
the dynamic properties; friction in the CG models is clearly more sensitive to slight differences in the CG potential used. Second, we apply the methods on bulk water, one of the most well studied systems in the literature. Larger, compared to the methane, differences in the derived CG potential from the various methods are observed for water.

A general comment valid for all methods, is related to the actual numerical problems for parts of the phase space, where the energy is very high; i.e. areas with rare sampling. Practically, numerical extrapolation schemes using proper functional forms, as well as smoothing approaches, for the CG potentials should be used, in order to prevent sampling from such regimes.

Application of all above methods requires a very good sampling of the reference all-atom system. Such a sampling could be even more problematic for complex (e.g. polymeric) molecules. On the contrary, the DBI correlation-based approach, that is based on the decomposition of the CG potential in bonded and non-bonded components, can be a computationally efficient alternative. Such a methodology neglects many body terms; however, for several systems can provide an accurate prediction of the structural and thermodynamic properties [20, 21, 22, 23].

Several issues remain to be examined in order to systematically compare different numerical parametrization schemes for realistic molecular systems. For example, all systems studied here concern pair non-bonded CG effective potential; the use of many-body, or density dependent, CG potentials would expect to be important, in particular in systems of high density. In addition, non-linear CG maps could be also relevant especially when free energy differences, such as in thermodynamic integration, are to be computed. Parametrization of the dynamics of CG models is also one of the most challenging issues, in particular for non-equilibrium molecular systems [3, 24, 5, 25].
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